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Abstract—In this paper, we consider the problem of Multiple-
Input-Multiple-Output (MIMO) Free-Space Optical (FSO) co m-
munications under the Poisson photon-counting detection odel.
Aiming for high bit rate objectives, we consider the spatia
multiplexing (SMux) solution with M-ary pulse position modula-
tion (PPM) where we propose appropriate optimal and subopti
mal decoders and evaluate their complexities. Such novel deder
designs are needed since the widely spread Gaussian noiseoed
MIMO decoders are not suitable for the Poisson model. We also
carry out an asymptotic performance analysis that guides aandi-
date constellation confinement where transmissions are liited to
some selected information vectors of the multi-dimensiod&Mux
constellation in an attempt for compromising the multiplexing
gains for error-rate improvements. The analyzed SMux soluibns
with both the unconfined and confined constellations transnti
at higher data rates compared to the existing single-apertte
systems, MIMO systems with repetition coding and MIMO
systems based on spatial modulation.

Index Terms—Free-Space Optics, FSO, Multiple-Input-
Multiple-Output, MIMO, maximum-likelihood, spatial mult iplex-
ing, Poisson noise, suboptimal decoders, constellation rdme-
ment, performance analysis.

|. INTRODUCTION

information-carrying signal and by the background radiati

is modeled by a Poisson point process [8], [9], [15], [16].

It is worth noting that the signal-independent additive tehi
Gaussian noise (AWGN) model is a common approximation
that is often adopted for the analysis of FSO systems. This
approximation is valid only when the shot noise caused by
background radiation is dominant with respect to the other
noise components such as thermal noise and dark currents
[10]-[12].

Numerous MIMO-FSO IM/DD solutions were investigated
in the literature including space-time coding (STC) [1]],[2
repetition coding (RC) [3]-[9], spatial multiplexing (SMu
[10]-[12] and optical spatial modulation (OSM) [13], [14].
Real-valued STCs were proposed in [1] and [2] for OOK and
PPM, respectively, where the AWGN model was considered.
On the other hand, RC constitutes the most widely invegtat
MIMO-FSO scheme capable of achieving spatial diversity
gains in a simplified manner where the same information
symbol is repeated from all transmit apertures [3]—[9].3h [
it has been proven that RC outperforms STC with OOK;
similarly, it has been proven in [4] that RC outperforms
parallel-relaying cooperative systems with binary-PPNtB

Multiple-Input-Multiple-Output (MIMO) techniques take [3] and [4] considered the Gaussian noise model. The AWGN
advantage from the underlying spatial degree of freedom dfodel was also adopted in [5]-[7] where, in [5], the outage
wireless communication systems for the sake of achieviRg gitobability of RC-PPM was analyzed over lognormal, expo-
hanced capacities in a bandwidth-efficient and power-effici nential and gamma-gamma turbulence-induced channels; in
manner. MIMO solutions were eXtenSively considered noy 0n!6], expressions for the ergodic Capacity with RC-O0OK were
in the context of Radio Frequency (RF) systems but algerived over gamma-gamma channels while [7] targeted the
for Free-Space Optical (FSO) systems [1]-{14]. The resemit error rate (BER) analysis of RC-OOK systems with equal
blance between MIMO-RF and MIMO-FSO systems residefin combining (EGC) and maximum ratio combining (MRC)
in the variability of the path gains even though the sourcgger gamma-gamma channels. Unlike the RC AWGN-based
of this randomness are different where they originate frogludies [3]—[7], references [8] and [9] considered RC wité t
multi-path propagation (fading) in the former case and fromoisson photon-counting detection model for PPM and OOK

atmospheric turbulence (scintillation) in the latter cathe

modulations, respectively. While the BER was analyzed in

differentiation between the analySiS of MIMO-RF and MlMO'[S] over |Ognorma| and exponentia| Channe|S, mu]“p]e-bpm
FSO systems arises from the type of detection where infensigetection was tackled in [9].

modulation with direct-detection (IM/DD) is commonly used \while the MIMO-FSO RC scheme is fully diverse with an
with FSO systems. This has a direct impact on the transmittggpea"ng decoding Comp|exity that is practica”y the same
modulation schemes where non-negative real-valued sigaal that of Single-Input-Single-Output (SISO) systemss thi
constellations, such as On-Off Keying (OOK) or Pulse Positi scheme is limited by its incapability of achieving any mul-
Modulation (PPM), are often used. The second main diffezengplexing gains where the MIMO-RC schemes transmit at the
resides in the nature of noise where the Gaussian noise mogighe data rate as SISO systems. This motivated the inves-
is often adopted for RF systems while FSO systems are dgration of MIMO-FSO SMux solutions where independent
scribed by the more general Poisson photon-counting detectgata streams are transmitted from tRetransmit apertures
model where the number of photons generated by the optigadulting in aP-fold increase in the bit rate [10]-[12]. The
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diversity-multiplexing tradeoff over lognormal channeigs
investigated in [10], the performance of MIMO-FSO SMux
systems under lognormal fading and pointing errors was



evaluated in [11] while different MIMO-FSO IM/DD schemesperformance analysis but it profoundly alters the design of
were compared in [12] with OOK. In this context, it is worththe decoders where the existing MIMO-RF decoders that
noting that all of the existing MIMO-FSO SMux systemsvere designed to separate the MIMO data streams in the
were analyzed exclusively under the Gaussian noise modake of Gaussian noise will fail in guaranteeing successful
rendering the input-output baseband relations and signal-detection with Poisson noise. The existing optimal Maxiraum
noise ratio (SNR) expressions very similar to their RF cetnt Likelihood (ML) decoders [17], linear minimum mean square
parts. While the highly spectral-efficient SMux solutionffer error (MMSE) decoders and V-Blast decoders [18] are all
from the decoding complexity where joint detection needs tailored to systems corrupted by AWGN not to systems based
be carried out onP data streams, OSM solutions constituten photon-counting. Even the MRC scheme that maximizes
simpler alternatives to SMux where only one transmit apertuthe SNR with Gaussian noise [19] is not suitable under Pnisso
is activated in a time-slot thus eradicating the inter-ctedn statistics. Based on what preceded, the first set of conitvitoss
interference at the receiver [13], [14]. While both the SMugf this work can be summarized as follows:

and OSM schemes do not profit from the transmit diversity _ Proposing an optimal MIMO-FSO ML decoder under
(unlike STC and RC), OSM solutions suffer from reduced bit  pgisson statistics.

rates compared to SMux. In fact, for SMux the number of bits _ Proposing two simplified suboptimal MIMO-FSO de-

per channel use (pcu) is multiplied By with respect to SISO coders under Poisson statistics. One of these decoders

systems while for OSM onljog, () additional bits pcu can is capable of achieving optimal detection in the MISO
be communicated. As the SMux solutions, the MIMO-FSO  .5qe.

OSM systems were considered exclusively in the context of _ Evaluating the complexities of the above decoders.
AWGN noise. - . : . .
The problem of sequence detection with photon-countinﬁBu'ld'ng this work around spatial multiplexing stems from

receivers was addressed in [9], [15], [16] with the follog/int e n?ed to meet thehprima;]ry interest rc:f.inc:reasinhgI the c(ijata
central differences with the detectors proposed in thiskwor &€ Of FSO systems through MIMO techniques. While, under

References [9], [15], [L6] considered the transmissioneof Sspec:ific bandwidth requirements, the bit rate of RF systems

quences of. OOK symbolss; s1] where the transmitted can be easily increased by increasing the cardinality of the
symbols do not interfere with other. This holds for the SIS&‘Bmsmltted constellation (often QAM or PSK) without affec

systems in [15], [16] as well as the MIMO-RC system in [9]|'ng the spectral efficiency, this issue is more subtle WitI®FS
Therefore, the noise statistics in theh bit duration depend SYStems. In fact, FSO IM/DD systems are often associated

only on bit s; independently from the values taken by th¥vith OQK or PPM' Therefore, for a givgn baud rat(_e and
other bitssy for ' # 1. Consequently, thé, Poisson random transceiver bandwidth, the use of OOK fixes the achievable

variables observed in thé bit durations are independent;b't rate and all one-dimensional PAM signal expansions will

moreover, they are identically distributed for the same biEVErely deteriorate the performance. On the other haed, th
values. On the other hand, for MIMO-SMux systems, the>C IM/DD Dbit rate can be increased by increasing the
P transmitted M-PPM symbols[s, ..., sp] interfere with pardlnallty of the PPM signal se.t. Despltg the fact that Fhls
each other over the same symbol duration. Therefore, dogrease re_dl_Jces the error rate, it results in gdecreai&am t
only the parameter of the Poisson random variable obser\ﬁQfCtral e_ff|C|ency. Cons_equentl_y, mode_rate sizes of tid PP
in the m-th PPM slot will depend on the values taken b)?onstellatlons are Congldered |n.pract|ce..As a conclysion
all symbols si,...,sp, but also this parameter will vary Since the use of OOK fixes the bit rate while the uselbf
from one symbol duration to another rendering the detectigr M With large values of/ limits the spectral efficiency, the
problem completely different. Finally, unlike this work e SMux s_qut|on constitutes a \_/|able option for deliveringfér
we assume that the CSl is available at the receiver, [9], [151“95 W'th FSO commur.ucatlons. ) .
[16] operate in the absence of CSI at the receiver. For thes&/Vhile the SMux solution meets the high data rate require-
references, sequence detection rather than symbol-bpatyn{"€nts, this comes at the expense of reduced performance
detection was considered in order to explicitly accountfier €Vels [12]. This motivates the second direction of reseanc
unknown values of the channel irradiances. In this conteffis work which corresponds to proposing a variant of SMux
operating in the presence of CSl at the receiver not onlyleesdhat compromises the bit rate to BER. As such, the second set
in better performance but it is also judged to be not vef contributions is as follows:
problematic since the pilot-symbols overhead is neglegibl - Carrying out an asymptotic performance analysis of
given the large coherence times of the FSO channels. MIMO-FSO SMux systems. This results in the classi-
This work targets the design and analysis of MIMO-FSO fication of the pairwise error probabilities into a number
systems in the case where the channel state information of categories.
(CSI) is available at the receiver but not at the transmitter - Proposing an adequate constellation confinement based
in a way that is analogous to [10]-[14]. In particular, we  on the above classification. The cardinality of this con-
consider the problem of SMux with the more general Poisson stellation exceeds the cardinality of R&/(symbols with
photon-counting detection where this adopted model glearl  M-PPM) in [3]-[7] and that of space shift keying”(
distinguishes the current work from the previous works on  symbols) in [13], [14] for all values of\/ and P. This
MIMO-FSO SMux systems that all considered the AWGN  cardinality also exceeds that of the OSM system based
model [10]-[12]. The Poisson model affects not only the on joint position and antenna modulation in [13}/ (P



symbols) for all values o” when M > 2. The decisions in IM/DD photon-counter receivers are based
on the numbers of photoelectrons detected in iiePPM
Il. SYSTEM MODEL slots_. The average num_ber o_f photpelectrons gener_ated by
] . the information-carrying light signal (in the absence ohsc
Consider a x @ MIMO system where the transmitter andjjation) in a PPM slot will be denoted by,. Similarly,
receiver are equipped witl’ and Q@ apertures, respectively.the average number of noise photoelectrons generated by

The MIMO-FSO system under consideration is based @ ckground radiation (and dark currents) in a PPM slot will
IM/DD with M-ary PPM. In this case, the symbol duratiofye denoted by\,. These two quantities are given by:
T, is divided into M slots and a light signal is sent in

only one of these slots. We denote by € {1,...,M} P,T,/M , E, P,/ M

the position of the pulse transmitted by theth aperture As :an :nﬁ P = an’ ®3)

for p = 1,...,P. The analyzed system revolves around

spatial multiplexing where the transmitted vector is dedot where P, and P, stand for the incident optical power and the

by s = [s1,...,sp] € {1,..., M}”. power of background noise, respectivelyis the detector’s
The channel irradiance between theh transmit aperture quantum efficiencyh is Planck’s constant anflis the optical

and ¢-th receive aperture will be denoted Wy, for p = center frequency taken to be94 x 10'* Hz (corresponding

I,...,Pandq = 1,...,Q. The PQ FSO channels are as-to a wavelength of 1550 nm). Finally;;, = P,T/M corre-

sumed to be independent and identically distributed adegrd sponds to the received optical energy per PPM slot.

to the channel model proposed in [20]. In this case, the aflann penote byR, ,, the random variable corresponding to the

irradiance can be expressedlas- I;1,I,, taking into account number of photoelectrons detected by #hth receive aperture

the combined effects of path losk), atmospheric turbulence-in the m-th slot. R, ,,, follows the Poisson distribution with
induced scintillation {,) and misalignment-induced fadingparameter:

caused by pointing errors/)). The path loss is given by

I, = e 2 where o stands for the attenuation coefficient A E
while d stands for the distance between the transmitter and E[Rym] = ?5 Zzisp_,mlqyp + Ao, 4)
receiver. In this work, we adopt the gamma-gamma model to p=1
characterize the atmospheric scintillation where the glodly
density function (PDF) of, is given by: where H.] stands for the averaging operator whilg; stands
for the Kronecker delta with; ; = 1 if i = 7 andd; ; = 0
B 2(p1p ) ($1192)/2 e1ie2 otherwise. The terni,  ,,, indicates whether thg-th aperture

fla (Ia) -

a

T'(¢1)T(¢2) is transmitting in them-th PPM slot or not. Finally, the
' normalization byP in (4) follows from evenly splitting the
Ko, (2 (pl(pﬂ“) 3 1o 20, (1) power among the’ transmit apertures in the absence of CSI

whereI'(.) is the Gamma function and,,(.) is the modified at the transmitter.

Bessel function of the second kind of order The distance-
dependent parameters of the gamma-gamma distribution are

given by o, — [exp (0.4903%5/(1+1.110}§/5)7/6) _ 1}7
71
and g2 = |exp (0.510%/(1+0.690;7%)%/°) — 1] where A- ML MIMO Decoder (ML)

0% = 1.23C2k™/°d'1/6 is the Rytov variancek = 2= is the 1) Decoder Implementation:The maximum likelihood
wave number and’? denotes the refractive index structurgML) detection procedure is based on the decision variables

IIl. OPTIMAL AND SUBOPTIMAL DECODERS

parameter. Rym (forg=1,...,Q andm =1,..., M) as follows:
The PDF of the nonzero boresight pointing error was
derived in [20]: Q M
] § = argse{lnhl?)j(mp {H H Pr(Rgm = Tq,m)} , (5
&% exp (—257) , n g=1m=1
f1,(Ip) = %Ei !
Aj where r, ,, stands for the actual number of photoelectrons
w2 In Ao detected in then-th PPM slot at the;-th receiver aperture.
I % TFea Iy L 0<1I,<Ay (2) From the Poisson parameters in (4), the ML rule in (5) can
s 2 be written as:

where Iy(.) is the modified Bessel function of the first kind Q M. \Tam
_ 2 _ 2 ymerf(v) a b
of order zero. In (2) 4y = erf(v), w? = w?; X2 and  § = arg _ max {H H € M

" Z.2uexp(—1/2.) r m'
§= 52 whereu_: \/gwi In these relations, €f) is the Y g=1m=1_ " ® .
error function whilea, w;, o, and s stand for the receiver | _ . s A & am
radius, beam waist, jitter standard deviation and borésigh e © ~e=t " miar | 1+ Z‘Ssp,mlq,p . (6)

p=1

. . Py
displacement, respectively. =




—A Tq,m
Removing the termeTLbT that does not depend an the complexity arising from the evaluation of these terms ca

equation (6) is equivalenqt'rfd: be adequately neglected. In fact, for the outdoor FSO cHanne
o ep " the coherence time is in the order of 1 ms [21]. Given that
§ =arg {fn&)j{\ﬂp {e*Tb 2g=1 2p=1 Tap Lm=1 dspom the data rates of FSO systems range between 100 Mbits/s
sel,...,

. and 1 Ghits/s, this implies that a block of symbols comprises

QoM A — o between10® and 106 symbols (with 2-PPM). These numbers

H H 1+ P, Z 0s,m1g.p » (1) are very large when compared to RF systems where the fading
p=1

g=1m=1 blocks extend typically over a number of symbols that ranges
where, sinces,, assumes a unique value {1, ..., M}, then between10? and 103.
Zﬂ]‘le ds,.m 1S always equal td implying that the first term Definew(s) as the number of unique elements of the vector

in (7) simplifies to the expressioa*% PORATD DL P that S indicating the number of slots in which all transmissions

does not depend os and, hence, can be removed from th&rom the P transmit apertures take place. We next calculate
ML decision rule. Now, taking the logarithm of the remaining€ number of vectors for which u(s) = n where, evidently,

part of (7) results in the following optimal ML decoder: ~ * < M andn < P. First, then distinct ﬁ,}ots_can be
selected from the total number af slots in (7)) different

S = arg max ways. For each one of these selections, denotel,;bthe
s€{l M} number of apertures transmitting in thiegh unique slot for

QM ) ] As Pé 7 8 i = 1,...,n wherely + --- + 1, = P. The number of
Z Z Tgml0g {1+ P, Zl spmAa,p (8) ways theP transmit apertures can be divided intogroups
p:

¢=1m=1 containingly, l», ..., 1, elements each is given by%
A ¢ (@) Therefore, there aré™) "1, i.ci...ry s Vectorss
by max 1S 0@ (9) Therefore 1) S eie ) i vestor
se{l M} (T satisfying u(s) = n. On the other hand, the evaluation of

Z(f:l X9 (s) in (9) for u(s) = n involvesn@ multiplications
I%ince the photoelectrons counts in the positions not irexud
will be multiplied by zero. Therefore, the implementatidn o
3 ML decoder in (8) necessitates carrying out the follgwin
umber of multiplications:

2) Decoder Complexity:The complexity of the decoder
will be evaluated based on the number of multiplications.
other words, we ignore the complexity that is associatett wi
the additions that incur much less processing requireme
compared to the multiplication operations. n

At a first glance, (8) might suggest thaMQ)MP mul- min{M,P} |
tiplications are needed for the implementation of the MI{V%P ) Z " % <M> Z P!
decoder. However, the terrog (1+ PAAS ZP:1 8o mlyyp — n e I Ms) -1,

b —P P ’ li+lo+-+ln=P

might be zero if there are no apertures transmitting (11)

in the m-th PPM slot implying that no multiplica-

tions will be needed for the evaluation of the corre- . .

sponding term .., log (1+PA_§I,Z§:1 5e mlyy) in (8). B. S|mpI|f|fed ML MISO Dgcoder (S|mp—MI._)

Therefore, a more thorough analysis is needed. It canTn€ optimal ML decoding procedure in (8)-(9) can be
1 142 5P 5 1 comprises ex- be referred to as the simplified optimal ML (Simp-ML)
{Og( TR ZP:l v q”’)}ﬁ{ji -------- MyE P receiver that results in a significant reduction in the numbe

actly 27 — 1 non-zero elements each corresponding to a noof multiplications as will be explained later.
empty subset of 1, ..., P}. Therefore, defining the terg) 1) Decoder ImplementationSetting @ = 1 in (8)-(9)

as: results in:
A M \L
eP = —
(10) =ar { (1) }
= arg max X (S) . (12)
then {log (1 + PA;b 2521 5sp,mIq,p)}se{l _____ i} P = se{l,...M}P
met Define¢1,...,7); as the integers obtained by sorting the
(q) ; (9) _ . 1 in g y g
{ap }Pc{l,...,p} with o = 0 (¢ is the empty Set) yecision variablegri .}, in a decreasing order, ;, >

where both sets in the last equality have a cardinalitg’af 1, > --- > r1,,,. The following cases arise.
The 2F — 1 quantities{ag’)} do not depend on the (i) Assume that the tested vectsrsatisfiesu(s) = 1
('Hmplying that all transmit apertures are transmitting ire th
same PPM slot. In this case, determining the metric coef-

In other words, these quantities need to be determined oﬂ&'ent for the vectors = A[m/"l'gm’] results in the value
once for each block-fading duration (rather than beingiealcX Y(s) = rimlog (1 + B =t Il-,p)- Evidently, this
lated for each tested vects). Given the very large coherencevalue of x(!)(s) is maximized form’ = i; implying that the
times of the FSO channels compared to the symbol duratimectors satisfyingu(s) = 1 while having the maximum value

P
transmitted information vector and, hence, they can beesre
termined in an initialization phase of the decoding aldont



of x((s) iss = [iy - - -i1]. In other words, all of the remaining for P = 3 andn = 2, the partitions{2} U {1, 3}
vectors[is - - - is), ..., [iar - - - ias] Will have a smaller value of and {1,3} U {2} are equivalent since in both cases
x(s) and, hence, there is no need to find their corresponding the ML decoder will base its decision on the val-
metrics since the ML algorithm searches for the vesttiat ues{min{ag)}, oz({ll)g}}, max{a({;}, f{ll)g}}} that do not
maximizesx(? (s). As a conclusion, for(s) = 1, the most change when permuting the subsets.
probable candidate solution ss= [i; - --i1] with a weight of - Rule 2 Even when rule 1 is respected, the cardinalities of
71,4, l0g (1 + PAb Z ILP) =1 f{ll) based on the some consecutive subsé®s, P, 1, - - - might still be the
definition in (10). same. In such cases, the permutations among the subsets
(il): Assume thatu(s) = 2 implying that the apertures having the same cardinalities must not be considered. For
are transmitting in two PPM positions denoted by and example, forP = 5 andn = 3, the partitions{1} U
m”. Denote by P, (resp. P,) the subset of{1,...,P} {2,3}uU{4,5} and {1} U {4,5} U {2, 3} are equivalent.
indicating the apertures transmitting in slot’ (resp.m”). Therefore, the partitioning of1,..., P} into n subsets,
In this case, the corresponding weight would ¥&)(s) = while respecting the above rules, can be carried out in the
o] m/a%) + 7y mua%) Evidently, this weight is maximized following number of ways:

for (m',m”) = (i, iz) if ap) > ag) and (m’,m") = P )

(ig,11) if ap) > ag) Therefore, the surviving solutions 0 R - ; - ;
will be obtained as follows. The sefl,..., P} needs to Bl dnt (i 00!+ (0521 91, p)]

be partitioned as{1,...,P} = P; U P,. Now, for each : { 1<h<lp<---<[, <P 1)
possible partition, sort the valuers%1 and ol such that htl++ln=P

ald) > a(l) The resulting candidate solution can be Wr'tteﬂlherel /Pi| fori = 1,...,n. The relation; < --- < I,

7>
ass =i, Zpl ep,, @ Ti22 0, cp, €p With @ corresponding introduced to satisfy rule 1. The summatidn;._, 6l » y|elds
weight of y(V(s) = “ag)) +71, Z2o¢§)1) wheree,, stands for the number of elements amo#g, .. ., [, } that have the same
the p-th row of the P x P identity matrix. value ofp in {1,..., P}. The division by(3=1, d1,p)! takes
(iii ): The above procedure can be generalized for any valiigo consideration the fact that the permutations among the
of n € {1,...,min{M, P}} such thatu(s) = n. >, &1, p corresponding subsets are equivalent satisfying rule
As such, the flowchart of the proposed Simp-ML decodér
can be summarized as follows: In order to better highlight on the partitioning rules that
directly impact the complexity of the Simp-ML decoder, a

Data: {r1,»}_, and{a}pc 1. py from (20); number of examples will be provided in the case> P.

Result: The ML decoded vectos from (12); - Forn=1,1; = PandP; = {1,..., P} constitutes the

initialization: counter=0; L .
sort {r1,» }M_, in descending ordem; ;; > - > 71, only partitioning option.

for n=1,...,min{M, P} do - Forn="P, (lh,...,lp) =(1,...,1) and{1,..., P} is
Partition the sef1,..., P} into n subsets: partitioned as{1} U {2} U --- U {P} which, from (13),
{1,...,P}=P1U---UPn; can be carried out iRl X o = 1 way.

for each candidate partitiomlo
counter:counter+1;

Sort the values{a Do (12} in descending
order:all) > . > a(l :
Evaluate tfle candldate solutlos(counter)
0 e, O T i), e, €
Evaluate the correspondlng welgdn(counter) =

- For P = 3 andn = 2, the only possible solution for
(I1,12) (satisfyingl < 1; < < 3 andh +1ly =3)is
(l1,12) = (1,2). This results i mw X 1,1,0, = 3 partition-
ing opuons{l} u{2,3}, {2} u{l, 3} and {3} U{1,2}.

- Consider the case? = 4 Forn = 2, (ll,lg) €

1,3),(2,2 where the-£: a7 X = 4 and 5+
13
1

1
100! 2'2' X

XD (s(counter)) = 1.4, a%)l .. +r1,tnoc§>1j) ; oriorer = o corresponding partitions arel } U {2, 3,4},
end " {2}U{1 3,4}, {3}U{1,2,4} and{4}U{1,2,3} as well
¢ = arg maxXcounter {w(counter)}; as {1,2} U {3,4}, {1,3} U {2,4} and {1, 4} U {2,3},
8 =s(c); respectively. In the last case, the partitid2s3}U{1,4},
end ) ) {2,4}uU{1,3} and{3,4}U{1, 2} are redundant (the two
Algorithm 1: The Simp-ML MISO Decoder corresponding sets are flipped) and, hence, must not be
considered.

2) Decod_er Complexity: The partitioning of the set  gince the number of transmit apertutss fixed, then the
{1,..., P} into n subsetsP;,..., P, must take into con- candidate partitions of1,..., P} can be stored in lookup
S|derat|0n the fact that thls partltlomng is to be followeyl 5ples in order to 5|mpI|fy the search process. A key point
the sorting Ofa . Consequently, the order of theijn the proposed Simp-ML algorithm is that the ordering
subsets in the part|t|0n |s not important. Therefore, ineord of {r1.1,...,71.} renders the number of visited candidate
to avoid evaluating equivalent partitions, the followinges |nformat|on vectorss independent fromM for M > P
must be respected. implying that signal constellations with large cardinialtcan

- Rule t The cardinalities of the subset®;,...,P, be advantageously used. Given that the evaluatiop(bf(s)

must be arranged in increasing order. For examplequiresn multiplications foru(s) = n, then from (13), the



related to the tested partition of the set of transmit apestu
While this association is feasible in the cage = 1, it

will evidently fail in the caseQ > 1 since the involved
decision variables and weighing coefficients might be arder
in different ways for each of the receive apertures and the
ordering might even revolve around different slots for eath
these apertures. In other words, the sortingsf,,}2/_, and

of {ag)}pc{l vvvvv py (in algorithm-1) might not be the same

for different values ofq. Moreover, forM > P, the PPM

g positions of theP largest elements ofr, ., }2/_, might vary

s from one receive aperture to another.

TV VYoV Ve VoV Y Instead of basing its decision on tlig\/ random variables

e e e R s S s s Rym forg=1,...,Q andm = 1,..., M, the Simp-Subl

2 4 6 8 10 12 14 16 decoder bases its decision on the summation of the numbers
Number of PPAM positons (M) of photoelectrons detected by the different receiver apestin

Fig. 1. Number of multiplications needed for the implemé&nta of the ML eac_h of thel/ PPM slots. I_n this C_ase’ thef resultlng d?CISlon

and Simp-ML algorithms foQ = 1. variables can be sorted in a unique way and algorithm-1 can

be readily applied. Defining the random variabig, asR!, =

R, m, then from (4),R], is a Poisson random variable
number of multiplications needed to implement the Simp-ML . /1 A P ( Q )
decoding algorithm takes the following value: with paramgter B = prl Ospom ( Lg=1 Iq’.” QM.
Now, algorithm-1 that was built around the Poisson random

Number of multiplications

=
o
o

=
S)
ol

+

=
o
©

q=1

min{ M, P} variables{ R, ,,}M_, can be readily applied with the Poisson
(Simp-ML) : P! random variables{ R/ }*_,. In this case, the Simp-Subl
NEmMO_ NSy b1 N _ _ _
mul ‘ RN T A1 CLEEEY ) decoder corresponds to applying algorithm-1 while repigci
n= SlpSlg<-Sin< . .
i +Hlgttin=P the data inputs{r,,,}M_, and {a%)}pc{lmp} with the
1 ] (14) inputs {r/ . }M_, and {ap}pcq,...py, respectively, where
(21 00, )Y -+ (325 Ou,.p)Y] v, =Y Tqm and from (10):

Fig. 1 shows the variations of the numbers of multiplica-
tions of the ML and Simp-ML algorithms in (11) and (14),
respectively, as a function o/ for different values ofP
and for@Q = 1. It is worth noting that (11) is proportional
to the number of receive aperturés This figure highlights for P C{l,....P}. (15)

the significant reduction in the number of multiplicatiohatt 1,4 relationR’ — ZQ R suggests that the Simp-
m T q=1"*q,;m

results from implementing the Simp-ML decoding algorithmg ;1 decoder is performing equal gain combining (EGC)

For example, forM = 8 and P = 3, the simplified MISO i 44 applying algorithm-1. In this context, other comibig
detection procedure reduces the number of multiplicatioQsyemes (including MRC) of the ford, — ZQ

R
q=1 Aqliqg,m
from 1352 to 10. (for some arbitrary weights;, ..., ag) are not adapted to

the noise model and decoding algorithms under consideratio
C. The First Simplified Suboptimal MIMO Decoder (Simgsince the resulting random variablg,, will not follow the
Subl) Poisson distribution. Finally, since the evaluation of treav

i 1AM / i it
In this section, we propose a simplified suboptimal decod§mﬂs{rw}m_1 and{op}pc(u,....p) iNvolves only additions,

Q
As
ap =log |1+ OPX Z ds,,m (Z Iq,p)
b peP

q=1

(denoted by Simp-Sub1) that can be associated with MIM en the number of multiplications required for implemagti
systems. In the case of MISO systems, the Simp-Subl deco 35
is capable of achieving optimal detection and it simplifies t
the Simp-ML decoder presented in Section 1l-B. The maiR- The Second Simplified Suboptimal MIMO Decoder (Simp-
challenge behind MIMO detection under Poisson statisti&!b2)

resides in the fact that the weighing coefficieag) in (10) The second simplified suboptimal decoder (Simp-Sub?2) is
depend jointly on the transmitted symbols and the chanr®sed on limiting the ML search td/, positions out of
coefficients in a nonlinear manner. This is remarkably diffeé the total M/ positions whereM,. < M. In other words, the
from the MIMO-AWGN systems where the ML rule is givencandidate vectors tested by the ML algorithm (in Section
by argming |ly — Hs||? where the channel matriHl and Ill-A) will be limited to a subset of cardinalityl/” carved
the symbol vectos appear separately in this equatignié from the set{1,...,M}¥ of cardinality M*. Since theP

the received vector). In Section IlI-B, the challenging Mliransmitted light pulses can occupy positions at most, then
problem, that is equivalent to determining which apertured,. must also be chosen to satisfy,. > P since the choice
are pulsed in each of the slots, was simplified by associating. < P will inevitably resultin an error (even for large values
ordered decision variables to ordered weighing coeffisientf E,) when the transmitted pulses occupy betwéén+ 1

Simp-Subl algorithm is as provided in (14).



and P positions. Therefore)/,. must satisfyP < M, < M. need to be implemented by these decoders. In particular, the
While the Simp-Sub2 decoder limits the ML search . Simp-ML and Simp-Subl decoders require carrying out two
positions with P < M, < M in the caseP < M, the Simp- types of sorting; namely, the sorting ¢& }p(1,... py and
Subl decoder limits this searchien{A/, P} = P positions {;/ 1M _ where these quantities simplify ‘{mg)}PC{l,...,P}
in this case. In other words, both suboptimal algorithmsyappand {r, ,,,}/_; for the Simp-ML decoder. On the other hand,
the concept of limiting the search to a subset of positiofige Simp-Sub2 decoder necessitates the sorting of Athe
with the Simp-Subl decoder examining a smaller number @écision variablegr/,}2_,. The weightsa> do not depend
positions. Further limiting the number of positionsiff < P on the values of the transmitted symbols and, consequémely,
with Simp-Sub1 will result in error floors where errors willsorting of these elements can be carried out at the beginning
always occur when thé’ transmit apertures transmit in moreof each fading block that extends over thousands of symbol
than M, positions. durations in the case of FSO systems that have large coleerenc
Since the presence of a light signal in a certain PPM slgines. Therefore, the involved computational complexiay ¢

increases the number of detected photoelectrons (on @jrage ignored. Consequently, the main additional complexity
then the)M,. slots with maximum photoelectron counts shoulgrises from the sorting ofr/ }M_, that needs to be carried

. . . m=1
be selected. Given that the ordering 0f,..}5_, varies out on a symbol-by-symbol basis with Simp-Sub1 and Simp-
from one receive aperture to another, then the sorting mgsip2.

be based on a set off decision variables that comprises

the contributions from all receive apertures. The decision However, the sorting algorithms are based on comparisons
variables{r;, = Z(f:l rq.m }h—, constitute a feasible optionand do not involve any complicated processing-demanding
for selecting thel/,. slots. In other words, ordering’/,, } M multiplication operations. In this context, many powesokt-

m=1

in descending order as;, > r;, > --- > r; , then the ing algorithms have been proposed in the literature and &ny o
candidate PPM slots would b, ..., i, implying that the these algorithms can be readily used to perform the required
simplified ML search will be limited to the sét1,...,iy, }7:  sorting with a marginal impact on the decoders’ complesitie
0 While the sorting algorithms have their challenges, typica
§=arg max {Zx(q) (s)} _ (16) algor|thrr_1$ have a good running time complexny and space
s€{i,iag 3 | 1 complexity ofO(nlog(n)) andO(1), respectively, where is

the size of the list to be sorted. For the applications cansidl

in this paper, the required sorting @ff elements is judged

be unchallenging given that the number of positidds
oes not assume excessively large values. In fact, thengorti

Given that the selection of thé/, candidate positions
does not involve any multiplications (since it is based o
sorting), then the number of multiplications required fbe t

implementation of the Simp-Sub2 decoder can be obtained gjorithms, that are designed to sort thousands of datesntr

replacmgM with M. in (11.).' . can easily handle the sorting 8 elements where the values
Comparing the complexities of the two suboptimal MIMO f M do not exceed 16 in practice. With such small number of

decodler_st, |tcha_n beé obt;sgrved frorr|1. (11)| an.d (1:.") ttT]at tf(j?ements to be sorted, the running time and memory usage are
complex!ty Of S".“p' Su blmcrgaéses w:jearty wﬁ%:w ne ef usually not critical. This is especially true since the nemb
complexity of Simp-Subl is independent of (because o f elements to be sorted, and hence the number of required

EGC). Denoting the numbers of multiplications in (11) an dditi : :
ML) (Simp-ML) . ition-based comparisons, is much smaller than the numbe
(14) by Niny " (Q, P, M) and N, (P, M), respectively, of multiplications in (11) and (14). For example, fét = 5

mul mul

thenf | and M = 4, NMY — 3124 and NEM™MD — 146 that are
NEMPMY(p ary < NEIMPMD(p ooy < NMD (1 P P) both large compared to 4.
< NOP(Q. P, P) < NOIP(Q. P M,) < NO(Q. P M),

(17) Finally, it is worth highlighting that the sorting requiremis
can be further relaxed where effectively only tielargest

where the last two inequalities follow since the complexify elements amongr/, }2/_, need to be sorted with Simp-Subl
the ML decoder increases with the number of tested positioltss P < M while the M, largest elements among’, }M_,
(where P < M, < M) while the third inequality follows need to be sorted with Simp-Sub?2.
since this complexity increases with. Similarly, the first
inequality follows fromN ™™ (P A1) being an increasing  The proposed algorithms possess appealing parallelism ca-
function of M. Finally, the second key inequality followspabilities where the search can be evenly split amoig.
from Fig. 1. As a conclusion, given that the complexitieprocessors thus reducing the processing time and latenay by
of the Simp-Subl and Simp-Sub2 decoders are given factor of Ny This can be readily realized by partitioning
NEMMO(p Ay and NMY (Q, P, M,), respectively, then the the sets{1,..., M}* and {i,... iy, }* in (9) and (16)
Simp-Sub2 decoder requires a larger number of multipbeeti into Ny subsets each spanned by one of the available
for all values of M,.. This additional complexity will be processors. The latency constraints further justify thedne
associated with improved near-optimal performance leasls for suboptimal decoders with low processing requirements.
will be highlighted later. There requirements are particularly met by the Simp-Subl

While the decoders’ complexities have been evaluated decoder that entails a very small number of multiplications

terms of the number of multiplications, sorting proceduress highlighted in Fig. 1.



IV. PERFORMANCEANALYSIS AND CONSTELLATION values, (19) can be further approximated by the following
CONFINEMENT asymptotic expression:

In this section, we derive the symbol error probability Pr ZQ'X' >0 ~
(SEP) of the considered SMux scheme. The conditional SEP - =)
(conditioned on the channel irradiances) can be expressed a

i . a; /\z — /\
. %erfc B o0 an ( (2 b)) 0
Fe=37 > > Prs—s),  (18) \/2 220 | aea, (@ (A= X))
se{l,...M}P s'e{1,....M}F . . -
s'#s where the last approximation follows sinde = k;\s + N\

tends tok; \s (i.e. \; — \p) for As > 1.
where P¢s — s’) is the pairwise error probability of transmit-
ting the information vectos and deciding in favor o&’ # s.
The SEP calculations will be based on the ML decision ruR, P = 2 Transmit Apertures
given in (8) where we assume that ties are always broken in o .
favor of the erroneous symbols with the consequence that thdn ©rder to offer more insights on the calculation procedyre

derived SEP expression corresponds to an upper-bound. We first consider the special case Bf= 2. We denote the
transmitted vector bys = (s1,s2) and the output of the

ML decoder bys’ = (s, s5). The two following cases arise

depending on whether; = s5 Or s1 # sa.
A. Mathematical Preliminaries 1) Case I: s; = s = s implying from (4) thatR, ; is a

Poisson r.v. with parametéd, ; + I,2)3 + A\, while R,

The probabilities in this section can be written under theas a parametex, for m’ # s. The following cases aride

general form P() ", a; X; > 0) for some constants;, as, . .. Case 1.1 In this cases; = s, £ s’ # s. Based on
where X, Xy, ... are Poisson random variables (r.v.s) witthe ML decision rule in (8), the error probability can be
parameters\;, \o, . ... This probability will be upper-bounded yyitten as p(z@il a(czl)2 R >39 a(ql)Q R, S) where
using the Chernoff bound PX > b) < e~ Mx (t) for every @ - L2y =1 LT _
t > 0 whereMx (t) = E[e*X] stands for the moment generat-the constantary” is defined in (10). Based on (19), this
ing function of the r.v.X. Consequently, R, a; X; > 0) < probability can be bounded as:

My~ o, x,(t) = []; Mx, (a;t) resulting in: o
)\5 —_al®
p171 S exp <I; |:<(qu1 + Iq72)7 + )\b) (6 {1,2}2& - 1)

Y (ea?’ﬁz}t -1)]). @

Pr (Z a; X; > O) < exp <Z i (et — 1)) Vi >0,

(19)

since Mx(t) = exp(A(ef —1)) for a Poisson r.v. with Following from (20):
parameter.

While the expression in (19) will be used for bounding 1 ZQ— e (I + Ip2)2
the SEP, a consequent simpler expression will be used for p,; ~ —erfc o=l {1209 it
the sake of confining the transmitted constellation based on 2 \/2 Zqul[Oé({ql)Q}]Q(IqJ +Iq,2)%
an asymptotic analysis. This target can be achieved by first 7
observing that, based on (4), the parameters of the cortterne — erfc (\/m;mX{IqJ + Iq,z})\s) ; (22)

r.v.s X; can be written under the general form= E[X;] =

k;As + Xy Where the constarit; can be either zero or pOSitive-wheref()\s) — f'(\s) means that the functiofi(\,) behaves

For asymptotically large values dg, the rv.s withki = 0 asymptotically like the functionf’(\,) as A, — oo. The
(whose parameters are equaltg) will generate a number of asymptotic value in (22) follows sinoeg,q) — log(\s) which
photoelectrons that is considerably smaller than thatige®e o 1\,ch smaller than. as)\. —s oc.

Ey the PO'.SSOT rdvt;s for which, éO.ATherefo)r(e,zf:i a)i\Xi c?n Finally, p, 1 appearsV (M —1) times in the SEP expression
e approximated by _; | ka0 it N Zj ajxj or. s > 1 (18) corresponding to the number of ways of selecting the
Now, the parameters; of the Poisson r.v.s havink; # 0 two distinct positionss and s’ from the totalM positions.

are very large implying that they can be approximated by the cage 1.2 In this cases| # s, which results in the three
Gaussian distribution. Using the Gaussian approximattoa, following possibilities.

rv. >, a;X; can be approximated with a Gaussian r.v. with
meany = > .a;\; and variances? = 3. a?);. Conse- ®)
quently, for large values ol,, (19) can be further approxi-

1 _ — 2 [ty
mated by26l’fC( \/50) Where_ erfex) = NG fw e”" dt I_S 1The cases will be named as “Case:’”” wheren andn’ are the numbers
the complementary error function. Replacin@ndo by their of distinct PPM slots ins ands’, respectively.

— Case 121 s§ = s implying, from
, that the corresponding error probability is



Pr (fo: { f{‘{)}Rq, + f{q) Rq,sz} > Zq . af{‘{)z} 05 ) From (20):
Based on (19), this probability can be bounded as:

~ 1erfc
0 P21,1~ 3

As
P1,2,1 < exp <Z |:<(Iq.,1 + Iq12)7 + /\b>

q=1

> [( ({ql)}_o‘ﬁ)z})lqvlz A Iy2? }

(e — 1) 4 (B - 1)]). @3) \/E A0 @ )21q71%+( ) 1%2&}

AT Y2y M2} 2
— Case 1.2.2s,, = s implying that the error probability
can be obtained by interchanging the subscripts 1 and 2 in (27)
(23): Slncea({l)} — af{@/l)Q} — k (constant) whilam({qz)} — log(As),
Q
s thenps 11— erfc(,/maxq{lqg})\s).
Pr22 < exp (2 K(I‘“ * Iq,2)7 * /\b> — Case 2.1.2 s = s,. The corresponding error
9=

- 0, probability can be obtained by interchanging the subsgript
(e“*m ofPap)t _ )—i-/\b (e oyt 1)]) (24) 1 and 2 in (26):

— Case 128 s, # s and s, # s Q A (@ ol )
In this case, the error probability can be written as P22 <exp (Y Ioa5 + A ( e e — 1)
Q =1
Pr (Zq_: [ S{ql)}Rq o+ a({;}Rq,Sz} >3 lafﬁ)g}Rq, ) re- g \ .
sulting in: + (Iq,lf + /\b) (efo‘{l}t - 1)D , (28)

P23 <exp (Z K a1+1g2) /\ +)\b) (e*aiqﬂz}t_g with po g2 — erfc(\/maxq{lq,l})\s).
=1 — Case 213 s # s and s # so.
ol ¢ In this case, the error probability is given by:
+X (€ {1} —1)+ X (e 27 —1 . (25)
(" =1) +2u ( )) Pr(20 ol R 2 X0y [0l Ry, + a8 Ry ])
The asymptotic expressions pf 2 1, p1,2,2 andp; 2.3 can  which, from (19), results in:

() (a) ol
be obtained by replacmg{1 2} in (22) with a{l oy {‘i}, o \ "
§q1)2} — ag)} and af{‘i)z}, respectively. Consequently, the ps ;3 <exp Z KLM?S +,\b> (e*am - 1) +
asymptotic variations of these three probabilities withis q=1

captured by the expression given in (22). 7 As A —a(D) ¢ \ al®), ¢
On the other hand, the expression in (23) app@&(3/—1) 925 T A (e - 1) T (e T 1)

times in P, which corresponds to the number of ways of

selecting the symbols and /. The same holds for (24). — erfc (Vmgx{max{jq,lalqﬂ}}/\s>- (29)

Finally, the probability in (25) appeard/(M — 1)(M — 2)

times which corresponds to the number of ways of selectingWhile the symbols;; ands, can be selected in/ (M —1)

the three distinct positions, s; and s, from the total of A/ ways,s’ can be selected in 1, 1 and — 2 ways according to

positions. cases 2.1.1, 2.1.2 and 2.1.3, respectively. Therefore]8j, (
2) Case II: In this cases occupies two distinct positionsthere areM (M — 1), M(M — 1) and M(M — 1)(M - 2)

s9 # s1. For this scenarioR, ,, andR, ,, follow the Poisson Vvectorss ands’ whose pairwise error probabilities are equal

distributions with parameterg, 132 + A, and I, 23+ + X, 10 P2,1,1, P2,1,2 @ndpa 1 3, respectively.

respectively, while the parameters of the remainiig-2 r.v.s Case 2.2 In this cases; # s resulting in one of the six

will be equal to)\,. The two following cases arise dependindollowing scenarios:

on whethers’ extends over one or two PPM positions. — Case 221 s = s and s, # so.
Case 2.11In this cases) = s} £ s’ resulting in one of the In  this case, the error probabilty can be cal-
following situations: culated from P(Z [ {ql)}Rq o+ ozg)}R }

— Case 2.1.1s" = s1. From (8), the error probability ZQ
can be denved from

[ f{ql)}qu +af[2)}Rq,52} that simplifies to
Pr Zq 1a 1 R 2 Z { ) Rys, +af{42>}Rq732D Pr(zq L {a{g} (=Rgso + Rgsy) | > 0) that results in the

which, from (19), results in: following bound following from (19):
< Q
Z As Q@ Ag _al@
Pt = e <q1 [(IQJ? * /\b) (e( e 1) P2,21 < exp <q§1 [(Iq’2_2 + )\b) (e {2}t—1)

+ (Lﬂ% + Ab) (e_o‘({‘;)}t _ 1)D . (26) Y (eaiggt_l)D s erfc ( \/W) . (30)
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— Case 2.2.2s}] # s; ands), = so. The error probability Pr (fo:l {( ({qg)} - oéf{”‘{)})(Rq,S1 - Rq,52)} > O) implying
can be obtained by replacing the subscript 2 with 1 in (3@)at:
resulting in:

Q

Q
P22 < exp <Z |:(Iq,1% + /\b) (e_af{qf}t_l) P22 < exp (Z [(I 1/\— + )\b> ( {2} {1)})t _ 1)

q=1 =1

e + | L Ae + A ( (affy—aliye _ 1) (35)
+Xp (ea{l} —1)D — erfc( max{IqJ}/\S) . (31) 427 b | (e :
a

— Case 2.2.3s] = sy andsy # s1. Following the g —I,s| .
same calculation procedures as in the previous cases,rtite edith ps 26 — erfc <maxq _/7?11&’22 v )‘S> where this
q, q

probability can be bounded as: terms appearad/ (M — 1) times in (18).
0 Combining the above results, the conditional SEP in (18)
P2y < exp (Z [(Iq-,lﬁ i /\b> (e—(y({?}t B 1) 4 can be upper-bounded as follows:
q=1 2
As @l (@ (@ 1
<Iq727+)\b) (6( {1} {2})15 _ 1)—|—/\b (6 {2}75_1):|) , P, < WM(M — 1) [p171 +P121+P122+ P21+
(32) p2.12 +P226+ (M —2)[p123+p21,3+P221+

+ + + (M -3 5]]. (36

with po o3 — erfc(\/m) following a reasoning P222 ¥ P23t P2zat Jpz2sl]. (36)
similar to the one provided in (27).

— Case 2.2.4s} # s, ands), = s;. By interchanging Finally, it is worth noting that while the inequalities in1(R

the roles of the two transmit apertures, the error probgbili(23)-(25), (26), (28), (29) and (30)-(35) hold for all paosit

follows from (32): values oft, the value oft can be further optimized to achieve
the tightest possible bound. Independent optimizatioresine
Q s - to be carried out for each one of these equations rather than
P22a <exp () Kfq 15 +)\b) ( oy el 1) optimizing (36) directly. This approach not only results in
a=1 simpler optimization procedures, but also it minimizes the

I <Iq72£ i /\b) (efag)}t B 1) ) (ea({ql)}t B 1)]) upper-bour_ld _since each one of the 13 constituent_te_rrr!s )n (36
2 will be optimized separately. The value ofthat minimizes

; TN 33 an expression that takes the general form in (19) can be
rerel mqax{ a.2}As ) - (33)  obtained by solving the equation, a;\;e%* = 0. While it is
hard to solve this equation analytically (with more than two

Each one of the probabilities in (30), (31), (32) and (33ummands), it can be easily solved numerically using any of

appearsM (M —1)(M —2) times in (18) which correspondsthe widely available mathematical softwares.
to the number of ways of selecting three distinet-PPM

symbols 1, s and one of the symbols, or s).
— Case 2.2.55] # s1, s| # s2, s5 # s1 andsh, # sy

3) Constellation Confinementhe interest of the presented
upper-bounding technique resides in the fact that the éeriv
expressions are tractable and, hence, they can be further

resulting in: exploited for the sake of confining the transmitted conatielh
Q A as a means of enhancing the error performance. We start by
P25 < exp Z K[q_l_s + )\b> (e*a(ﬁ)}t — 1) defining the following constants that depend on the channel
' —l C 2 irradiances:
(a)
+ (Iq,2£ + /\b> (e*“mt - 1)
(2) . B = m;lX{Iq,l} i Po = Hl;lX{Iq.,z}
atd t
+Xp (e 1} ) + N (6 2 1)}) Braz = Hlélx{fq,l +12} 5 Piez = méix{max{fq,l, Iy2}}
— erfc max{max{l,1,lg2}} s | - 34 I1—1
<\/ p { { q,1 q2}} ) (34) Bros = max | 1 q72| ’ (37)
q Iq71 + Iq72

The probabilityp, 2 5 appearsM (M — 1)(M —2)(M — 3)
times in (18) which corresponds to the number of ways of
selecting four distinct symbols.

— Case 2.2.65] = s2 ands), = s;. In this case, the error

probability follows from Pr(z [ {ql)}Rq s+ oag)} R,, 51}

whereg;, 52 andf1o2 are all smaller thar;s- that, in turn,
is smaller than3; qo.

We define ¢(s,s’) as the number of elements that are
common to the vectors ands’. Based on this definition and
> Zq: { f{ql)}Rq s T a({z)}Rq_,SQD that can be written as:  on the notations in (37), the probabilities that were detie
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the previous subsection can be categorized as follows: it suffers from the smallest cardinality that is equal X6

/ ) ) (which is the same as in single-aperture systems).
o(s,8) =0 {pr1,p123} = e/ frg2ds) ; — Sets of the formCy, o) can be constructed as follows.
{p2,1.3,p2.25} = erfc(y/BigaAs) (38) Select an even intege¥/’ < M. Divide the M’ positions
o(s,8') =1: {p121,p1.20} > erfe(\/Braosis) ; among uniqueM’/2 pairs and allocate each to two vectors
' ' of the form (s1,s2) and (s2,s1) with s # s; and allocate
{p2,1.2,P2.22, 22,3} = erfe(y/BiAs) 5 the remainingM — M’ positions among vectors of the form
{p2,1,1,02,2,1,P2,24} — erfe(/FaAs)  (39) (s1,s1). This results in the maximum cardinality @ im-
c(s,8) =2 pong s erfc(\/M). (40) plying that RC is better since it achieves the same cardynali

with a smaller error erfG,/S1g2As) < erfc(y/SBig2s)-

Regarding (39), it is worth noting that whenever the term _ Sets of the fornCy, ;; correspond to the constellation
p1,2,1 appears in Rs — s’), then the probabilitys1,1 Will  confinement that we propose. This can be achieved by avoiding
appear in s’ — s). Similarly, the termspi 22 andp212  having vectors of the fornis;, s;) and (s2,s1) together in
will always appear together when the rolessofinds’ are the signal set (fos, # s;). The maximum cardinality can be

interChanged. On the other hand, the channel state infmmatobtained by add|n¢1\1{) (number of ways of Se|ecting vectors

is not available to the transmitter; hence, the transmi&T of the form (s, s,)) and (M) (number of ways of selecting
not adapt the transmitted constellation to the variabdes 1o gistinct positions from thé/ positions). In other words,

and 3,. Consequently, whenever the constellation contaifge proposed confined constellation in the casePof= 2
vectors satisfying:(s, s’) = 1, the corresponding probability gpertures is given by = {(s1,82) | s1 < s»} having a
Pris — s') + Pr(s" — s) will behave asymptotically as cqrginality of 22241 with an error probability that scales as
erfc(\/min{f1, B2} \s). Regarding (38), the terms; ; and P, v erfd( minfﬂl,ﬂz}/\s).

p2,2,5 can appear alone (depending on the specific consteIIatiorbomp(,j‘ring the RC, SMux-confined and SMux-unconfined

confinement) unlike the probabilities, o5 and ps,1,3 that oo tions, the constellation cardinalities increase frdth

always appear together. Therefore, fofs,s’) = 0, the to w to M2 while the error probabilities in-
corresponding error probability can behave asymptoticadl crease from erf(c\/ﬁ :

N 102 S) to erfc( mln{ﬂl,ﬁg})\s) to
either erfey/fie2)s) or erfdy/Bigas). erfc(y/min{fB1, B2, B1o2}As), respectively. The conditional

i P
Based on f[he a_bove analysis, the subset$1of._.,]_\/[} SEP for the Simp-Subl decoder can be obtained from
can be classified in terms of the number of admissible com- - o
. . . the conditional SEP of the ML decoder by (i): replac-
mon elements between the different information vectore Tp

Q - . Ly :
following notation will be used: NG Z,p by Zq.zll.q”’ for p = L2in (37)'...(!')' remov
ing the maximization overg in (37) and (iii): replacing

Cu = {s| {c(s,s') V & #s}=Uj}, (41) As by As/Q to account for the noise accumulation result-

resulting in different possible constellation confinensenith :23 IL%ma&?/eEﬁg di}?;glt?oﬂgn:gguﬁg i?r?r?(;sgrbrélr Erec:LOa[B?I-
the following options (i):C;oy where P, — erfc(\/BigaAs) - NP
or P. — erfa(y/Big2)s), (ii): Ci1y or Cyo1y Where ities of erfdy/ 55,5/ @), erfc(\/mm{ﬁl ;82 }As/Q) and
P, erfe(y/min{B1, B2} As), (iii): Cyay or Crooy Where erfc(\/min{ﬂf,ﬂg,ﬂfeg})\s/cg) for RC, SMux-confined and
Pe — erfe(y/Breads), (v): C{l-,2_} or Cyo,1,2} WhgrePe —  SMux-unconfined, respectively. In these equatiofi§, =
erfc(y/min{B1, B2, Bio2}As)- Ewde_ntly, the optlonsc{l}, ZqQZI Iy for p = 1,2, By = Zqul(IqJ + I,5) and
Cy2y andCy; 2, are to be excluded since the alternatiges y, A 1S9, (Ti—1,2)] ) )
Cio.2) andCyo.1 .0y, respectively, result in larger numbers officz = NoEITRTT) following from (37). Sinces,, f2,
elements while achieving.the same asymptot_ic perfc_>rmancg1652 and 512; all increase withQ, then the ML decoder

— The setCy1,2; with maximum cardinality is the profits from the underlying receive diversity with the RC,
set {1,.. -_’M}P corresponding to the SMux case with nagpjyx-confined and SMux-unconfined schemes. On the other
constellation confinement. _ o hand, onlys;", 85 and 8, are increasing functions af

— Sets of the formCyoy with maximum cardinality can pjje B, might decrease witlf). Consequently, the EGC-
be constructed as follows. Select an even inter< M. pased Simp-Subl decoder keeps the same receive diversity

Divide the M’ positions among uniqueM’/2 pairs and 4qyantage as the ML decoder only with the RC and SMux-
allocate each to a vector of the forfs,s2) with s1 < gnfined schemes.

s9 and allocate the remaining/ — M’ positions among
:/r:ector? {O(fl T)e (;0;31((%1 ; ;)1})-(]\';[9r eé?mpﬁi{(l‘lorzl)Vf (3:3)?' C. Any Number of Transmit Apertures

€ sels ’ ’ ’ ’ ’ = an ’ ’ ’ ’ H
{(1,3),(2,2)}, {(2,3),(1,1)} (M’ = 2) are valid options, _ Denote bylltrc‘fQ XFP Cﬂa“”e' matrix Whoseqvp)‘tg ‘f?'e'
The cardinality in this case i/ — M’ +M'/2 = M — M’/2 tmhent |s]v([equat ! 3 Soitl c ve(?tms - (51, e 5p), te 'Tje
which is maximized forM’ = 0. This corresponds to the RC]c ef%x trr?a X fati ]\; X]\[;S.a’ ' .'L't’ eSP]tV\./ eée_eml slanl i
solution [3]-[9] where all apertures transmit in the samMPPSO,L fm' r.owo. € ; x ) 7' eln Ity m? ”X'B |m(|jar Y r?_
position: s — (s, s) with s € {1,..., M}. While this scheme S = 1% [esi - ses [ fors’=(s,...,sp). Based on this
results in the smallest possible valueRfi— erfo(y/Big2),) Notation, the@ x M matrix A = log (1 + %S) contains
(sincef:q42 is the largest among the constants defined in (37)he weighing coefficients associated with the vestfre. the
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weights defined in (10)). SimilarlyA’ = log (1 + PA;b S’ As a conclusion, the confined constellation will be designed

contains the weighing coefficients ef. Finally, define the as follows:
@ x M matrix A as the matrix containing the parameters og
the Poisson random variables in (4) witky, ,, = E[R, ]
whereX, ; stands for thei, j)-th el_ement of the mat_rl)K. resulting in the following cardinality:
Based on the above notations, the pairwise error

conf:{S:(Sla---asP) | 1S51§52S"'§5PSM}7
(44)

probability P(s — s) can be calculated from min{M Py N p
Pr Zq_’mA’q_,qu_,mquﬂmAqyquﬂm} which,  from [Scont| = ; (n)(n—l)’ (45)

(19), can be bounded as:
wheren stands for the number of non-empty PPM slots with

p ' Sl A M, ot 42 (]‘f) capturing the number of ways in which these slots can be
(s =) < exp Z Z m (e o 1) - (42) selected from the total o/ PPM slots. Once the nonempty
slots are determined, the information vector can be directl
whereII £ A’ — A. deduced in a unique way by finding the number of apertures
An analysis similar to that presented in subsection IV-Bansmitting in each of these slots since an aperture with a
shows that the dominant terms among the different pairwisggher index (compared to another aperture) can not transmi
error probabilities in (42) behave asymptotically as eithén a prior PPM position following from the symbol sorting
erfc(y/BpAs) or erfd /By opAs) Where extending the notationin (44). For example, forP = 5 andn = 2 with 3 (resp.
in (37): B, = max,{l;,} forp = 1,...,P and B,¢, = 2) apertures transmitting in the first (resp. second) stant

g=1m=1

[1g.pr—1q,pl / s . apertures 1, 2 and 3 must transmit in the first slot while
max, ¢ —e—22_ 5 for . In fact, the first term will o .

e \/fq,p/+1q,p} P . apertures 4 and 5 must transmit in the second slot resulting
appear whenever the componentssadnds’ satisfys), # s, in s = [s1,51, 51,52, 52] where s; and s, stand for the

while s, = s, for py # p (so that the corresponding termsndices of the nonempty slots (with, < s5). This justifies
I, in (42) will be equal to zero). On the other hand, probihe term (©~!) appearing in (45) where this number stands
abilities that can be written under the second form will @pefor the number of ways of writing® as the sum of. non-
when (s, spr) = (s}, s,) While s, = s, for pg # p,p’. On  zero integers (i.e. number of compositions Bfinto exactly
the other hand, the remaining probability terms will behavie parts). Finally, it can be easily proven thicon] > M
as erf¢y/kA;) where the constant takes the general form implying an increased cardinality compared to RC.
k = maxg{min{By,, By, Bpr,opn Bpl,, 6pasas -1 OF It is worth noting that the confinement targeted the elim-
k = maxg{min{}_ cp Ig,p, maxpep {Igp}}} With [P| > 1 ination of the terms erfg/B,cp)s) rather than the terms
and [P’| > 1. In fact, the first expression of will follow erfc(,/3,X;) for the following main reason. In the second
whenever a paifsy,, s;,,) of initially equal components (to case, the inclusion of the vectsr= (s1, ..., sp) in the con-
yield 3, for po # p) now have different components andined set will incur the exclusion of at leaB( — 1) informa-
whenever two initially equal pairgs,,, sy ) = (s3,,5,) tion vectors of the form(s’, sz, ..., sp), (s1,5, s3,...,5p),
(to yield B,cp for po,py # p,p') satisfy the new relation ... (sy,...,sp_y1,s') wheres’ can takeM — 1 values (that
(Spo» Spy) = (8}, 5 53, ). Moreover, the second value éfwill - are different from the replaced value ). On the other
follow whenever the apertures & or P’ transmit in the same hand, in the first case, this will incur the exclusion (o?)
PPM slot. vectors of the form(ss, s1,5s3,...,5p), (83,82,51,...,8p),
Therefore, it follows that the conditional SEP of SMux with(s,, s, s3, 51, 85, ..., 8p), -... Consequently, the first option
no constellation confinement behaves asymptotically as: that we adopt has a higher potential of increasing the cardi-
nality of the confined constellation. This observation isreno
A\ clearly reflected in the case adP = 2 where, from (36)
*] " and (39)-(40), each one of the probabilities drf63;X,) and
erfc(v/B2Xs) appearsM (M — 1)(2M — 3) times while the

The objective of the proposed constellation confinemeRtobability erfd,/51c0);) appearsM (M — 1) times.
is to decrease the value of the above probability to Finally, from (45), since evaluating the ML metric for an

erfc( minp{ﬁp}/\s) by eliminating the information—vector'n,format'o_n vector extendmg oven non-empty slots (i.e.
with n unique elements) is equal to, then the number of

pairs that will make the term erf¢/5,cpAs) @ppear in o iivlications required by the ML algorithm when assoeit
the SEP expression. Based on the above analysis, this €I, the confined constellation is:

will emerge wheneves and s’ have P — 2 elements that -
are the same while the remaining two elements are flipped. ML) minlALP) M\ (P -1
N’ =Q D>, nx ,
n=1

P, — erfc min{ min {B,}
p=1,...,P

)
p,p'=1,...,

Consequently, the elimination of the terms having the form mul (46)

erfc(y/BrepAs) can be realized in a simple way by sorting

the components of the information vectors in ascending (ahich can also be obtained by replaciﬂ% with 1 in
descending) order. In this case, the flipping of any two conft1) (the corresponding summation in (11) will simplify to
ponents will result in a vector that falls outside the cordinehe number of compositions d@? into n summands given by
constellation. =.

n—1

n n—1
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Regarding the Simp-ML decoder, algorithm-1 can be rearkduction of the bit rate by a factor a7 ”—!. This highlights
ily applied with the sole modification that the partitioningon the interest of the considered SMux scheme (whether with
{1,...,P} = P,y U---UP, must take into considerationor without the constellation confinement) where the bit cate
the fact that the elements efare sorted in ascending orderbe increased without altering the number of PPM positions.

V (z,y) € P; x Pj, x <y fori < j. The number of required  Fig. 2 shows the performance®k 1 and2 x 2 systems with

multiplications with the confined constellation is: 4-PPM ford = 3 km, w./a = 25 and s/a = 3. The level of
min{M,P} background noise is determined fraRy7,/M = —185 dBJ
Nr(nsuilmp-ML) _ Z n x (P - 1)’ (47) and the unconfined constellation is considered. For2tkel

o n—1 system, results show that the Simp-ML decoder is achieving

exactly the same performance level as the ML decoder thus
stressing on the optimality of the former simplified decoder
for MISO systems. Among the suboptimal decoders, decoder
cations). Moreover, the. slots with maximum EGC counts Simp-Subl manifests the worst perf_ormance that. still autpe
are selected in a unique way. forms2 x 1 system_s b_y abowt.5 dB while decoder Simp-Sub2
While an explicit expression for the diversity order idS capablel of achlehvmg ad\r:gntageboushperfo_rmaln:\:AeLI(ejvelsdth
difficult to obtain in the case of nonzero boresight [20];’3lre Very ﬁosi ot Oie ac hlengPy tfer?ptlsma S bzeco o?r.
the diversity order is given by, £ min{¢2 o} for a N pg\mcudar, orM, = 3, t”e h S0 tfe “np'l u ?n
single-aperture FSO link with zero boresight. In this scEna ML decoders are practically the same for all valuesiy

it can be easily proven that the error probabilities in th\gh”e’ for M, = 2, the Simp-Sub2 decoder results in limited

FE H _
cases of RC and SMux-confined with the ML decoder Scapgrformance losses for the valuesjgllog M exceeding -163

. L 52 .
asymptotically as\_2¢ and A\-9¢, respectively. However, dBJ. In terms of complexity, the Simp-Subl decoder is the

for SMux-unconfined, it is very challenging to derive thdnost appealing witl8 multiplications per information vector

diversity order since it is hard to study the random quantifgh"e th_e |mp_|ementat|o_n_of _the ML d_ecoder s the most
emanding with56 multiplications per information vector.

following from (45) since, for a particular value of, the
knowledge of the composition P into n summands vyields
one candidate solution to be tested (withrequired multipli-

|I, ’7Iq,p‘ N . .

Bpep = max, \/ﬁ . For the Simp-Sub2 decoder, the number of multiplications
' increases froml2 to 30 as M, increases fron2 to 3. The

V. NUMERICAL RESULTS proposed optimal and suboptimal decoders can also be dpplie

. . . in the scenario where the CSI is available at the transmitter
In this section, we present some numerical results for the

. . . esulting in the implementation of a power allocation (PA
sake of comparing the different decoders and showing th{s 9 . P power .( )
strategy. In this case, the power normalisation fadtoP in

impact of constellation confinement. The presented figurgs I o :
show the variation of the SEP as a function of the signal gner € weighing coefficients in (10) needs to be replaced by the

E, per information bit for different values of the backgroundgarametemp that stands for the fraction of the power allocated

. . P . .

. L B, to thep-th transmit aperture W"‘Ep:1 ¢p = 1. Evidently, this
noise powe-er. The f.ormer q“""”“W is equal t%logz(ﬂ'f) extension does not entail any additional complexity giveat t
for SMux with unconfined constellation angt=— for SMux

: . ) S S con] it only affects the block terms. In such scenarios, the bpcku
with confined constellation whet8con is given in (45). The rr |ink might be useful for providing feedback from the re-
quantum efficiency, attenuation constant and refractid®n qiver to the transmitter. While the resulting performagains
structure constant are set o= 0.5, 0 = 0.44 dB/km and 46 highly dependent on the adopted PA strategy, developing
Crgz_: 1-7510_14 m‘2/_3,_respect|vely. We also set./a =3  the optimal PA scheme falls beyond the scope of this work.
while the impact of pointing errors will be captured by vayi Nevertheless, in order to provide some insights on thezedi
the values otv. /a ands/a. performance gains, we show the performance with the simple

It is worth highlighting that the comparison between th DRy P
different transmission schemes will be carried out for tiaes Pa strategyo, = S 21;2:1 Iy b that allocates more power
value of M for the following reason. While increasiny in- to the stronger links in a linear fashion. Results in Fig. @gh
creases the number of bits per symbol, it increases the dymitgt a performance gain in the order4fiB can be achieved
duration7, as well. In fact, for a given transmitter/receivePy this simple PA with the Simp-Sub1 decoder thus motivating
bandwidth, the symbol duration is fixed #, = M4§ where the importance of examining the PA strategies in future work
the pulse duration (that is equal to the duration of one PPM The simulation setup of Fig. 2 is reproduced in Fig. 3
slot) fixes the optical bandwidth. Consequently, the biesatfor 4 x 1 and4 x 4 systems with 8-PPM. The numbers of
of the SMux and RC schemes ar%l"ff# and %, multiplications required by the Simp-ML, Simp-Sub1, Simp-
respectively, where both of these quantities decrease Mith Sub2 with A, = 4, Simp-Sub2 withM, = 5 and ML
as in the case of single-aperture systems. In this contexbit decoders are37, 37, 2800, 7380 and 54240, respectively.
rate of theM-PPM SMux scheme i# times larger than that This highlights on the advantageous simplicity of the MIMO
of the M-PPM RC scheme. Finally, it is worth highlightingSimp-Subl decoder that, evidently, comes at the expense of
that while M-PPM SMux systems andi/ *-PPM RC systems performance losses. This renders this type of decodingldait
transmit the same number of bits per symi®lgg, (M) bits), for low-complexity MIMO systems. On the other hand, for
the symbol duration of the corresponding RC schemé {5~!  systems possessing higher processing capabilities, thp-Si
times larger than that of the SMux scheme thus incurring ti$b2 decoder with/, = 4 constitutes an appealing option
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SEP

B b | Q= 2x1, ML

= % :2x1, Simp-ML

2x2, Simp-Sub1l
xuz. ML
10 X 22, Simp-Sub2, M =2
e 2x2, Simp-Sub2, Mr=3
—f3— 22, Simp-Sub1, PA

B F | =B—4x1, ML
= % +4x1, Simp-ML

4x4, Simp-Subl

4x4, ML
104k =\F r4x4, Simp-Sub2, M =4
== 4x4, Simp-Sub2, Mr=5
—f3— 4x4, Simp-Sub1, PA

10-5 L L L L L L 10-5 L L L
-185 -180 -175 -170 -165 -160 -155 -150 -185 -180 -175 -170 -165

E_ per information bit (dBJ) E_ per information bit (dBJ)

Fig. 2. Performance with 2 transmit apertures arBPM ford = 3 km, Fig. 3. Performance withl transmit apertures an8-PPM for d = 3 km,
wz/a=25,s/a=3andP,Ts/M = —185 dBJ. wz/a =25, s/a=3andP,Ts/M = —185 dBJ.

where the achieved performance levels are extremely dDSéJFrfqrmance gains are in the ordeerﬁB. The rest_JIts also
those achieved by the optimal ML decoder while performing9nlight on the accuracy of the derived approximate SEP
19.37 times less multiplications. Compared to the2 systems €XPressions in predicting the performance for averagesge
considered in Fig. 2, the performance gap between the Sinfues ofEs. In fact, the approximate SEP expressions vary
Sub1 decoder and the ML decoder increases in the casehf With Es in @ manner that is comparable with the variations

systems. This is justified by the sharp reduction in the numtbd_the exact_SEPs. Fig. 4 also shows the performance of
of multiplications required by the Simp-Subl decoder wheRC that achieves the best SEP performance [3]. However,

(P,Q, M) increases from2,2,4) to (4,4,8). In fact, while this performance superiority comes at .the expense o.f a sharp
the Simp-Sub1 decoder requirks6 times less multiplications droP in the data rate where the transmitted constellatisneha
compared to the ML decoder with x 2 systems, this ratio cardinality of 8 (3 bits) while the cardinalities of SMux Wit
increases tol466 with 4 x 4 systems. Fig. 3 shows thatthe confined and unconfined constellations Eze (6.9 bits)

implementing the PA strategy results in a gainicf dB with and512 (9 bits), respectively. Finally, applying SMux with the
the Simp-Sub1 decoder. proposed constellation confinement constitutes a wortlewnhi

compromise between the two extremes of conventional SMux
T ighest rate and worst SEP) and RC (lowest rate and best
SEP).

Fig. 4 compares the performance of the confined a
unconfined constellations fd& x 3 MIMO systems with 8-

ngl\gnzg (ﬁbgg{ri\t/i[ng:era)lri(); /iBi Zvcjtgncé;aig;n R”;stjr:tes Fig. 5 shows the performance 6&f x 5 MIMO systems
in Fig. 4 highlight on the enhanced performance levels th\é\{fth 4-PPM,d = 3 km, BT, /M = ~185 dBJ, w./a = 12

f . . .and s/a = 0. The obtained results re-emphasize on the
can be achieved by confining the transmitted constellatuﬁﬁdin s drawn from Fia. 4 whether in terms of the enhanced
according to (44). Evidently, this SEP enhancement is &eklie 9 9.

. .~ .performance levels that result from confining the transditt
through compromising the data rate where the cardinalities . . . ; .
. ! : anstellation or in terms of the improved decoding poténtia
of the confined and unconfined constellations are equal

120 and 512, respectively. In this case, the performance gair?s the Simp-Sub1 decoder when associated with the confined

higher for | | of. wh th tellati constellation. It is worth noting that the SMux solutionaris-
gcr)enfinlgmeerntorresirl?s?rinva;\ulefor?n;ceere air?a;::r:stea? |§n mit at the rates of 5.8 bits per channel use (pcu) and 10 bits
SEP of 10~ with the ML zecoding. Fig? 4 also highlightspCu With and without applying the co_nstellation confineme:nt
the important observation that the gap between the Si respectively. These rates are much higher than those achiev

Subl and ML decoders is significantly reduced when confinin the SISO systems (and MIMO RC systems) that transmit

the transmitted constellation. While the performance g:'ap"il the rate of 2 bits pcu. As in Fig. 4, the variations of the SEP

particularly pronounced with the unconfined constellatigtn curves are accurately predicted by the presented apprexima
values exceeding 15 dB ab—2, the Simp-Subl decoder jgEXpressions.
capable of achieving appealing performance levels that are
comparable to those achieved by the ML decoder with a

much reduced complexity in the case where the constellationWe investigated MIMO-FSO IM/DD communication sys-
confinement is applied. In fact, the Simp-Subl decoder péems with photon-counting receivers. Our analysis rewblve
forms only 1.7 dB worse than the optimal ML decoder at aaround SMux and a proposed novel scheme with constellation
SEP of10~% when the confinement is applied. The confinedonfinement that can be perceived as a compromise between
constellation with the Simp-Subl decoder even outperforB81ux (best rate) and RC (best performance). We proposed
the unconfined constellation with the ML decoder where tren optimal decoder as well as two suboptimal decoders for

VI. CONCLUSION
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Fig. 4. Performance of x 3 MIMO systems with8-PPM for a link distance Fig. 5. Performance df x 5 MIMO systems with4-PPM for a link distance

of 4 km with P,Ts/M = —180 dBJ, w./a — oo ands/a = 0. The solid
and dashed lines correspond to the exact and approximats, 8Spectively. and dashed lines correspond to the exact and approximate, 8pectively.

of 3 km with P,Ts/M = —185 dBJ,w./a = 12 and s/a = 0. The solid

accomplishing the challenging objective of separating th&
interfering channels. While the Simp-Subl decoder is the
simplest, it suffers from the most pronounced performance
degradations with a dramatic reduction in such degradsitidi3!
when this decoder is associated with the confined constellat
The Simp-Sub2 decoder has higher complexity but exhibijts
near-optimal performance.
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