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Abstract—In this paper, we analyze multi-hop Free-Space
Optical (FSO) communications in the context of decode-and-
forward serial relaying where the relays are equipped with finite-
size buffers. Based on a Markov chain analysis, we derive closed-
form asymptotic expressions for the system outage probability
(OP) and average packet delay (APD) for an arbitrary number
of relays Nr and an arbitrary buffer size L. The closed-form
evaluation links the system performance to the various network
parameters in a simple and intuitive manner and it is useful for
offering clear insights on the impact of the relay placementand
the selection of the buffer size for practical FSO systems. We
prove that buffer-aided multi-hop systems can reap a diversity
gain that ranges from

⌈

Nr

2

⌉

+1 to Nr+1 compared to multi-hop
buffer-free systems while the asymptotic APD values can range
from Nr to (L − 1)Nr for L ≥ 2. Our analysis also highlights
on the optimal solutions capable of concurrently minimizing the
OP and APD.

Index Terms—Free space optics, multi-hop, relaying, buffer,
asymptotic analysis, relay placement, diversity gain.

I. I NTRODUCTION

The high transmission capacity along with the cost-effective
deployment associated with Free-Space Optical (FSO) com-
munication makes the FSO technology an attractive solution
to the “last mile” problem. This is motivated by the inherent
ability of the license-free FSO links to connect end users to
the ubiquitous wireline fiber optic infrastructure. Numerous
other applications are also envisaged for FSO systems and
they range from backhauling/fronthauling future 5G wireless
communication networks to disaster recovery [1]. The problem
of multi-hop communications, or serial relaying, has been well
explored in the context of FSO communications [2]–[5]. Both
amplify-and-forward (AF) [2], [3] and decode-and-forward
(DF) [4], [5] relaying were considered whether in the context
of non-coherent detection [3], [4] or coherent detection [2],
[5]. The main advantage of serial relaying resides in extending
the network coverage with a performance that is dominated by
the weakest hop; i.e. the hop with the highest probability of
failure (or outage probability). While the existing literature on
FSO serial relaying revolves around buffer-free relays [2]–[5],
numerous recent studies have shown that buffer-free systems
overlook substantial performance gains that can be reaped
from equipping the relays with buffers (or data queues). In
fact, there has been a growing interest in buffer-aided (BA)

The authors are with the Department of Electrical and Computer Engineer-
ing of the Lebanese American University (LAU), Byblos, Lebanon. (e-mails:
{chadi.abourjeily,wissam.fawaz}@lau.edu.lb).

relaying solutions whether in the context of radio-frequency
(RF) systems [6]–[17] or FSO systems [18]–[21].

The problem of BA parallel relaying with RF systems was
considered in [6]–[13]. Themax-link relay selection protocol
was proposed in [6] where, in a given time slot, a single
relay (R) is selected to either receive from the source (S)
or to transmit to the destination (D). In order to reduce the
outage probability (OP), the activated link is selected among
all available S-R and R-D links based on the availability of
the channel state information (CSI). Themax-linkDF protocol
was later extended to AF relaying in [7]. Several improvements
on this protocol were proposed in [8]–[10] where in [8] the
average packet delay (APD) was reduced by giving higher
priority to the R-D links for the sake of emptying the relays’
buffers at a faster pace. While the relay selection procedure
in the max-link protocol is based on the CSI, buffer state
information (BSI) was also considered by the relay selection
scheme in [9]. In this reference, the relays were partitioned
into three priority classes based on whether their buffers are
full, empty or neither empty nor full. In addition to the CSI and
BSI, [10] included the delay state information (DSI) as well
where the packets delayed beyond a certain delay limit are
dropped from the buffers. In addition, themax-link protocol
was studied in [11] in the presence of source to destination
direct connectivity, providing a framework encompassing both
direct and relay-based source to destination data transfer. The
possibility of direct source to destination connectivity was also
considered in [12], where buffer-aided relaying was studied
under delay constraints that took the form of delay violation
probability limitation. Finally, the authors in [13] proposed a
relay selection algorithm that effectively deals with outdated
CSI.

BA-RF serial relaying was analyzed in [14]–[17]. TheNr-
relay DF relaying scheme in [14], [15] was based on the
transmission along the best hop in each time slot based on
the CSI. It was observed that BA multi-hop relaying provides
diversity gains without being able to quantify these gains since
the derived OP lower bound did not possess the same slope as
the exact OP. On the other hand, [16] tackled the problem of
half-duplex multi-hop BA-RF relaying where the transmission
rates of the nodes are adapted over the different fading blocks
for the sake of maximizing the end-to-end average rate. Fi-
nally, [17] considered the problem of throughput maximization
for two-hop BA-RF communications with a full-duplex relay.
Adaptive transmission-reception is implemented at the relay
depending on the state of the S-R and R-D links as well as
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on the level of self interference at the relay.
BA relaying with FSO and hybrid RF/FSO systems was

considered in [18]–[21]. The scenario in [18] corresponds to
a number of RF mobile users transmitting their information to
a BA relay along the first hop while the relay multiplexes and
retransmits the data to the destination along a hybrid RF/FSO
link in the second hop. For this scenario, the link allocation
problem was considered where the load can be split among the
RF and FSO links. This study was then refined in [19], where
an efficient mixed RF and hybrid FSO/RF network that makes
the most of the high transmission rates of multiuser scenarios
was introduced. On the other hand, the problem of BA relay
selection with multiple relays was considered in [20] in the
case of hybrid RF/FSO links where, therein, it was assumed
that the buffers at the relays have an infinite size. Finally,the
problem of BA-FSO parallel relaying was considered in [21]
with multiple relays that are equipped with buffers having a
finite size. A number of relaying protocols were investigated
and compared in terms of the achievable OP and APD through
a Markov chain analysis.

In this paper, we consider the problem of BA-FSO serial
relaying withNr relays in tandem (Nr +1 hops). The partic-
ularities of FSO transmissions render the BA serial relaying
problem remarkably different from the corresponding problem
pertaining to RF systems considered in [14]–[17]. In particular,
FSO transceivers operate naturally in the full-duplex mode
where simultaneous reception and transmission can take place
at the photodetector and laser placed at each relay, respectively.
Therefore, unlike the half-duplex RF schemes in [14]–[16],
all nodes can be simultaneously activated (i.e. transmit and
receive) in the FSO network without any co-channel interfer-
ence. This alleviates the relay selection problem in [14], [15]
where only a single-hop (the strongest one) is activated per
time slot with only one node transmitting and another one
receiving. In a similar manner, the half-duplexity constraint
in [16] can be advantageously relaxed where this constraint
imposes that noden must be in the silent mode if noden+1 is
in the transmission mode. Obviously, this kind of constrained
alteration between the different modes is not required in FSO
networks. Similarly, the adaptive transmission/reception mode
selection at the full-duplex BA RF relay is not required as
in [17] since the self-interference, from which full-duplex
RF relays suffer, is nonexistent at the FSO relays that are
equipped with two optical transceivers each. Finally, unlike
all existing BA serial relaying techniques in RF systems that
require acquiring full CSI [14]–[17], this type of relayingcan
be efficiently implemented in the absence of CSI in the context
of FSO communications.

The performance of the BA-FSO multi-hop system is eval-
uated analytically based on a Markov chain analysis where
we determine the state transition matrix and the steady-state
distribution leading to the evaluation of the OP and APD
for any buffer sizeL. For dual-hop systems, we derive exact
expressions for the OP and APD following from the possibility
of solving for the steady-state distribution in this case. For
(Nr + 1)-hop systems (withNr ≥ 2), we derive asymptotic
expressions for the OP and APD since the complexity of
the problem renders the exact evaluation out of reach. The

calculation methodology adopted in this case is based on the
identification of a closed-subset of states that tends asymptot-
ically to be an absorbing set. The concept of state lumping
is then used to determine the steady-state distribution of the
recurrent states of the closed-subset by linking the Markov
chain of ann-hop network to the Markov chain of the simpler
(n − 1)-hop network. The asymptotic analysis shows that
the performance is predominantly governed by the weakest
hop. Denoting the index of this hop bỹn, we prove that the
diversity gain with respect to buffer-free systems is equalto
Nr + 1 −min{ñ− 1, Nr + 1 − ñ} with an asymptotic APD
value ofNr + (L− 2)(ñ− 1) for L ≥ 2.

While both BA parallel-relaying [21] and BA serial-relaying
techniques are capable of boosting the reliability of the FSO
network, serial-relaying presents the main advantage of ex-
tending the network coverage enabling the communication
between two very distant source and destination nodes. In
this context, the superiority of one scheme over the other is
highly dependent on the network setup (mainly the positionsof
the relays) where in some scenarios parallel-relaying is better
while in other scenarios serial-relaying is superior. Therefore,
no solution is unconditionally better than the other and the
system designer can opt to implement either one of these two
options depending on the network parameters. In general, if
the S-D distance is excessively long, it would be better to
implement serial-relaying since, for a given relay, eitherthe
S-R link or the R-D link will be long resulting in a marginal
improvement in the diversity order. In parallel-relaying FSO
systems [21], the source and destination are equipped with
Nr transceivers each while each one of theNr relays is
equipped with two transceivers. For the BA serial-relaying
systems considered in this work, S and D need to be equipped
with only one transceiver each while each one of the relays is
equipped with two transceivers.

II. SYSTEM MODEL AND PRELIMINARIES

A. Basic Parameters

1) Outage Probability: Consider an intensity-modulated
with direct-detection (IM/DD)(Nr+1)-hop FSO system where
the source (S) communicates with the destination (D) through
Nr relays placed in series denoted by R1, . . . ,RNr

. For sim-
plicity, S and D will be denoted by R0 and RNr+1, respectively,
and the length of then-th hop between Rn−1 and Rn will be
denoted bydn for n = 1, . . . , Nr+1. In this paper, we consider
the scenario of DF relays each equipped with a buffer of size
L packets. The system model is depicted in Fig. 1.

We consider the widely adopted FSO channel model encom-
passing the combined effects of gamma-gamma turbulence-
induced fading and pointing errors [22] in the case of back-
ground noise limited receivers corrupted by white additive
Gaussian noise. The outage probability along then-th hop
is related to the probability that the channel capacity along
this hop falls below a certain threshold [6]. This probability
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L: size of buffer  packets 

dn: Rn-1 – Rn distance

Fig. 1. Buffer-aided serial relaying FSO network.

can be determined from [23], [24] (n = 1, . . . , Nr + 1):

pn =
ξ2n

Γ(φ1,n)Γ(φ2,n)
×

G3,1
2,4

[
φ1,nφ2,n

Gn(PM/(Nr + 1))

∣
∣
∣
∣

1, ξ2n + 1
ξ2n, φ1,n, φ2,n, 0

]

, (1)

whereGm,n
p,q [·] is the Meijer G-function andΓ(·) is the gamma

function. In (1), PM stands for the optical power margin
that is normalized byNr + 1 following from evenly splitting
the power among theNr + 1 hops where the considered
multi-hop IM/DD FSO scheme can be implemented in
the absence of CSI. In this context, binary pulse position
modulation (PPM) can be implemented where the receiver
decides in favor of the PPM slot with the maximum
number of detected photons without the need for estimating
the underlying channel irradiance [25]. This constitutes
a major appealing feature for FSO communications that
can be implemented in a simple manner. In (1),φ1,n =
[

exp
(

0.49σ2
R(dn)/(1 + 1.11σ

12/5
R (dn))

7/6
)

− 1
]−1

and

φ2,n =
[

exp
(

0.51σ2
R(dn)/(1 + 0.69σ

12/5
R (dn))

5/6
)

− 1
]−1

stand for the parameters of the gamma-gamma distribution
along the n-th hop where the distance-dependent Rytov
variance is given byσ2

R(d) = 1.23C2
nk

7/6d11/6 with k
and C2

n denoting the wave number and refractive index
structure parameter, respectively. In (1), the parameterξn is
related to the pointing errors and can be determined from
ξn = ωzeq,n/2σs,n whereσs,n stands for the pointing error
displacement standard deviation at the receiver of Rn and
ω2
zeq,n = ω2

z,n

√
πerf(vn)/[2vne−v2

n ] [22]. In this last relation,
ωz,n stands for the beam waist along then-th hop and
vn =

√

π/2(an/ωz,n) wherean is the radius of the receiver
at Rn while erf(·) stands for the error function. Finally,Gn

is a gain factor that follows since then-th hop is shorter than
the direct link S-D [24]:

Gn = e−σ(dn−dSD)
An

ASD

ξ2SD + 1

ξ2SD
, (2)

whereσ is the attenuation coefficient anddSD stands for the
distance between S and D. Finally,An = erf2(vn) while ASD

andξSD are the pointing error parameters associated with the
link S-D.

The cooperative FSO network respects the same average and
peak power constraints as in the conventional point-to-point
noncooperative scenario. In fact, the power normalizationby

Nr+1 in (1) ensures that the average power transmitted by the
Nr+1 nodes in the cooperative network is equal to the average
power transmitted by the single node in the noncooperative
scenario. Therefore, the achieved performance gains are not
associated with any power penalty. Furthermore, reducing the
amount of power transmitted by each node implies that the
peak power constraint will be respected as well since even
without this reduction (noncooperative case) the transmitted
power is planned not exceed the values inflicted by the eye
safety regulations.

2) Diversity Gain: For PM ≫ 1, pn scales asymptotically

as pn →
(

anGnPM

Nr+1

)−βn

where βn = min{φ2,n, ξ
2
n} and

a−βn
n =

ξ2n(φ1,nφ2,n)
βnΓ(φ1,n−βn)

Γ(φ1,n)Γ(φ2,n)βn
bn wherebn = 1/(ξ2n−φ2,n)

if ξ2n > φ2,n and bn = Γ(φ2,n − ξ2n) if ξ2n < φ2,n [24] .
The asymptotic expression ofpn reveals that the diversity and
coding gains along then-th hop are equal toβn and anGn

Nr+1 ,
respectively.

The BA serial relaying scheme will be benchmarked against
the corresponding buffer-free scheme [4] where the system
will not suffer from outage only when all links are not
in outage resulting inPout = 1 −

∏Nr+1
n=1 (1 − pn). This

relation can be approximated byPout ≈ ∑Nr+1
n=1 pn ≈

maxn=1,...,Nr+1{pn} , pñ for asymptotically large values
of PM (resulting in small values of{pn}) showing that the
performance is dominated asymptotically by the weakest hop:

ñ = arg max
n=1,...,Nr+1

{pn}. (3)

Since the diversity gainβn has a more prominent effect on
pn compared to the coding gainanGn

Nr+1 (sinceβn affects the
slope of the OP curve), then for asymptotically large values
of PM , the highest outage probabilitypn is associated with
the smallest diversity gainβn. Consequently, from (3), the
asymptotic OP of the buffer-free scheme can be written as:

max
n=1,...,Nr+1

{pn} = pñ →
(
añGñPM

Nr + 1

)−β

;

β , βñ = min {β1, . . . , βNr+1} , (4)

showing that the end-to-end diversity order is equal toβ.

B. Buffer-Aided FSO Serial Relaying

The FSO relays operate naturally in the full duplex mode
with no interference. Consequently, unlike multi-hop RF sys-
tems, no relay selection protocol is required and any relay with
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non-full buffer can receive packets from the previous relay
and any relay with non-empty buffer can transmit packets to
the subsequent relay. We denote byln the number of packets
present in the buffer of then-th relay Rn with 0 ≤ ln ≤ L.
In this case, the link Rn−1-Rn is considered available if this
link is not in outage (with probability1− pn) with ln−1 6= 0
andln 6= L. Furthermore, no CSI acquisition is needed where
Rn−1 transmits a packet to Rn and frees this packet from its
buffer if it receives an acknowledgement (ACK) from Rn and
keeps it in the buffer otherwise (negative-acknowledgement
NACK). Finally, S is assumed to have an infinite supply of
packets.

C. Markov Chain Analysis

A Markov chain analysis will be adopted for studying the
BA system [6]. A state of the Markov chain is represented by
the numbers of packets present in the buffers of each of theNr

relays and is denoted byl , (l1, . . . , lNr
) resulting in a total

of (L+ 1)Nr states. The evolution between the states will be
captured by the(L+1)Nr × (L+1)Nr state transition matrix
A. In what follows, the functionN(l) = N((l1, . . . , lNr

)) =
1 +

∑Nr

n=1 ln(L + 1)Nr−n will be used to number the states
where this function defines a one-to-one relation between the
set of all possible states{0, . . . , L}Nr and the set of integers
{1, . . . , (L+1)Nr}. Denoting bytl,l′ the probability of moving
from statel to statel′, the (N(l′),N(l))-th element of the
matrix A is equal totl,l′ .

The steady-state distribution of the states is captured by the
(L + 1)Nr × 1 dimensional vectorπ. For l = (l1, . . . , lNr

),
the N(l)-th element ofπ will be denoted byπ(l1,...,lNr )

which stands for the steady-state probability of havingln
packets in then-th buffer for n = 1, . . . , Nr. The steady-
state distribution can be obtained by solving the equation
Aπ = π under the condition that elements ofπ add up to
one:

∑Nr

n=1

∑L
ln=0 π(l1,...,lNr )

= 1 [6].

III. PERFORMANCEANALYSIS WITH ONE RELAY

A. State Transition Matrix and Steady-State Distribution

In the case of one relay, theNr-dimensional state vectorl
will reduce to a scalarl = l1 that will be denoted byl , l.
In this case,N(l) = l+1 implying thatπl will correspond to
the (l + 1)-th element ofπ. Finally, the single relay R1 will
be denoted by R for simplicity.

For l = 0, no packets can be transmitted along R-D.
Therefore, transitions to the statesl′ = l and l′ = l+1 are
possible witht0,0 = p1 andt0,1 = 1−p1 where the buffer will
remain empty if the S-R link is in outage while the buffer will
have one packet if this link is not in outage.

When l = L, transitions to the statesl′ = l and l′ = l − 1
are possible withtL,L = p2 and tL,L−1 = 1 − p2. In fact, in
this case, no packets can be received from S implying that the
buffer size will remain the same if the R-D link is in outage
and it will decrease by 1 otherwise.

If l 6= 0 andl 6= L, transitions to the statesl′ = l−1, l′ = l
and l′ = l + 1 are possible with:

tl,l−1 = p1(1− p2) ; tl,l+1 = p2(1− p1)

tl,l = p1p2 + (1− p1)(1 − p2) , l = 1, . . . , L− 1, (5)

where, in this case, the relay is neither full nor empty. The
buffer size will decrease by 1 if the S-R link is in outage
while the R-D link is not in outage and it will increase by 1 if
the S-R link is not in outage while the R-D link is in outage.
The buffer will keep the same size either if both S-R and R-D
links are in outage (i.e. no packet is received and no packet is
transmitted) or if both links are not in outage (i.e. one packet
received while another packet is transmitted).

Proposition 1: The steady-state probability vectorπ =
[π0 · · ·πL]

T is given by:






π0 = p2(r−1)
(rL−1)+(r−1)(p2+p1rL−1)

,

πl =
rl

p2
π0 ; l = 1, . . . , L− 1,

πL = p1r
L

p2
π0,

; r ,
p2(1 − p1)

p1(1 − p2)
.

(6)
Proof: The proof is provided in Appendix A.

When R is closer to S,p1 < p2 (r > 1) and it can be proven
that maxl=0,...,L{πl} = πL−1 implying that the buffer has
L−1 packets most of the time at steady-state. Similarly, when
R is closer to D,p1 > p2 (r < 1) andmaxl=0,...,L{πl} = π1

implying that the buffer has one packet most of the time. In
fact, in the first (resp. second) case, the better quality of the
S-R (resp. R-D) link will privilege filling (resp. emptying)the
buffer at a faster pace.

B. Outage Probability (OP) and Average Packet Delay (APD)

1) Outage Probability: Consistently with the definition
adopted in [6]–[11] and many of the references therein, a
system outage event occurs when no change in the status of
any buffer is observed meaning that the system is not capable
of successfully transferring packets between any pair of ad-
jacent nodes. This outage of the system is clearly caused by
the unavailability of all of its constituent links, which inturn
prevents the relays and/or the destination from successfully
receiving packets. When the buffer is empty, it will remain
in this state when the S-R link is in outage (with probability
p1) since no packets can be transmitted along the R-D link
when the buffer is empty. Similarly, a full buffer will remain
full when the R-D link is in outage (with probabilityp2) since
a full buffer can not accept any packets from S. In the case
where the buffer is neither full nor empty, an outage event will
occur when both hops are in outage with probabilityp1p2.
Therefore, the system outage probability can be calculatedas
follows:

Pout = p1π0 +

L−1∑

l=1

[p1p2πl] + p2πL, (7)

that, from (6), simplifies to Pout =

π0

[

p1 + p1
∑L−1

l=1 rl + p1r
L
]

resulting in Pout =

p1π0
rL+1−1
r−1 using the geometric series sum formula.

Replacingπ0 by its value from (6) results in:

Pout = p1p2
rL+1 − 1

(rL − 1) + (r − 1)(p2 + p1rL − 1)
. (8)

It can be proven that (8) is invariant under the transformation
(p1, p2) → (p2, p1) implying that the OP remains unchanged
if the lengths of the two hops are interchanged.
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2) Average Packet Delay:The buffering of the packets at
R will induce a delay in the delivery of these packets to
D. Following from Little’s law [26] and from the analysis
presented in [21]:

APD =
L̄+ 1

η
− 1, (9)

where L̄ stands for the average queue length whileη stands
for the input throughput at R. In fact, APD can be written as
APD = APDS+APDR whereAPDS andAPDR stand for
the average delays at S and R, respectively. Now, it was proven
in [21] thatAPDS = 1−η

η while APDR = L̄
η following from

Little’s law [26]. Combining the above relations results in(9).
The average queue length is given byL̄ =

∑L
l=0 lπl =

[
∑L−1

l=1 lrl + p1Lr
L
]

π0

p2
from (6). After straightforward eval-

uation, the last expression simplifies to:

L̄=
π0

p2

r

(r−1)2

[(

L−1 +
Lp1
r

(r−1)2
)

rL−LrL−1 + 1

]

.

(10)
When the buffer is full, no packets can be transmitted along

S-R implying a zero input throughput at R. Otherwise, when
the buffer is not full, a packet is successfully delivered to
R only when S-R is not in outage. Consequently,η = (1 −
p1)(1 − πL) which, from (6), results in:

η = (1 − p1)

[

1− p1(r − 1)rL

(rL − 1) + (r − 1)(p2 + p1rL − 1)

]

.

(11)
3) Special casesd1 = d2 and L = 1: The expressions

derived in (6), (8) and (10)-(11) can be further simplified into
more tractable expressions in the special casesd1 = d2 and
L = 1.

The cased1 = d2 implies that p1 = p2 and r = 1.
Consequently, (6) simplifies to:

π0 = πL =
p1

2p1 + L−1
; π1 = · · · = πL−1 =

1

2p1 + L−1
,

(12)
implying that (8) and (10)-(11) will simplify to:

Pout = p21
L+1

2p1 + L−1
; L̄ =

L

2
; η =

(1− p1)(p1 + L−1)

2p1 + L−1
.

(13)
If L = 1, (6) simplifies toπ0 = 1−p2

2−p1−p2
andπ1 = 1−p1

2−p1−p2

resulting in:

Pout =
p1 + p2 − 2p1p2
2− p1 − p2

; L̄ =
1− p1

2− p1 − p2
;

η =
(1− p1)(1 − p2)

2− p1 − p2
. (14)

C. Asymptotic Analysis

We next provide an asymptotic analysis that holds for
PM ≫ 1 (p1 ≪ 1 andp2 ≪ 1).

1) L = 1: Equation (14) shows thatPout → p1+p2

2 . This OP
is comparable to that achieved by buffer-free (L = 0) two-hop
systems:Pout = 1−(1−p1)(1−p2) = p1+p2−p1p2 → p1+p2
[4]. This implies that, when R is equipped with a buffer of
size one, the OP is reduced by a factor of1/2 without any

improvement in the diversity order with respect to buffer-
free systems. In fact,Pout can be further approximated by
1
2 max{p1, p2} and max{p1, p2} for L = 1 and L = 0,
respectively. This implies that, in both cases, the diversity
order is min{β1, β2} following from (3)-(4). On the other
hand, (14) implies that̄L → 1

2 and η → 1
2 resulting in

APD = 2 from (9). From the above analysis, we conclude
that buffers with capacity exceeding one packet must be used;
otherwise, a delay of two packet durations will be induced
without any diversity gain.

2) L ≥ 2: In the cased1 = d2, the values in (13) tend to
the following asymptotic expressions:

Pout →
L+ 1

L− 1
p21 =

([
L− 1

L+ 1

]1/2β
G1PM

2a
1/β
1

)−2β

;

L̄ =
L

2
; η → 1 ; APD → L

2
, (15)

whereβ = β1 = β2, a1 = a2 andG1 = G2 in this case.
Equation (15) shows that any buffer sizeL ≥ 2 is capable

of achieving a diversity order of2β that is double that
achieved by buffer-free systems. Moreover, the OP decreases
with L while APD → L

2 increases withL implying that a
compromise must be made on the choice ofL.

We assume thatd1 6= d2 in what follows. Forp1 ≪ 1
and p2 ≪ 1, 1 − p1 ≈ 1 and 1 − p2 ≈ 1 implying that
r = p2(1−p1)

p1(1−p2)
→ p2

p1
. The denominator of the probabilityπ0 in

(6) can be written as(1 − p1 + p1r)r
L − (1 − p2)r − p2 →

(1− p1 + p2)r
L − r → rL − r. Therefore:

π0 → p2

p2

p1
− 1

(
p2

p1

)L

− p2

p1

. (16)

Similarly, the OP in (8) will tend to the following asymptotic
value:

Pout →
pL+1
2 − pL+1

1

pL−1
2 − pL−1

1

→ [max{p1, p2}]2 , (17)

since, if p2 > p1 (resp.p2 < p1), thenPout → pL+1
2

pL−1
2

= p22

(resp.Pout → −pL+1
1

−pL−1
1

= p21).
Following from (3)-(4), equation (17) shows that the di-

versity order achieved by buffer-aided two-hop systems is
2β = 2min{β1, β2} (for all values ofL ≥ 2) thus highlighting
a two-fold increase in the diversity order with respect to
buffer-free systems. Equation (17) also reveals the important
observation that the asymptotic OP does not depend onL in
the cased1 6= d2.

While the asymptotic OP is the same forp2 > p1 andp2 <
p1, the APD will vary between these two cases. When R is
closer to S,r = p2

p1
> 1 implying, from (16), thatπ0 →

p2
1

(p2/p1)L−1 . From (6),πL−1 → 1
p2

(
p2

p1

)L−1

π0 → 1 implying
that at equilibrium the buffer is in the statel = L − 1 all of
the time. In this case,̄L =

∑L
l=0 lπl → L− 1. Moreover,η =

(1−p1)(1−πL) = (1−p1)(1−p1rπL−1) → (1−p1)(1−p2)
asπL−1 → 1. Therefore, from (9):

APD → L

(1− p1)(1− p2)
− 1 → L− 1. (18)
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Similarly, when R is closer to D,p2 < p1 and r =
p2

p1
< 1 implying that the probability in (16) will tend to

π0 → p2
−1

−p2/p1
= p1. From (6),π1 = r

p2
π0 = 1

p1
π0 → 1

implying that at equilibrium the buffer is in the statel = 1
all of the time. In this case,̄L =

∑L
l=0 lπl → 1. Moreover,

η = (1 − p1)(1 − πL) = (1 − p1)(1 − p1

p2
rLπ0) → (1 −

p1)

(

1− p1

(
p2

p1

)L−1
)

→ (1− p1). Therefore, from (9):

APD → 2

1− p1
− 1 → 1. (19)

D. Analyzing the Results and Implications on the System
Design

Consider the two symmetrical locations (with respect to the
midpoint of [S D]) (d1, d2) and (d2, d1) with d1 < d2. The
following observations pertaining to the network design can
be made:

- The choiceL = 1 must be omitted since it does not result
in any diversity advantage.

- The OP is the same for both locations. The APD increases
asL−1 in the first location while it is constant (and equal
to 1) in the second location. Therefore, it is better to place
R in the second location since the OP is the same while
the APD is smaller.

- However, from (17), the OP does not depend onL for
L ≥ 2; therefore, there is no reason for increasingL
beyond 2. Now, forL=2, L−1=1 and the two locations
will yield not only the same OP but also the same APD.

Now, comparing the scenariosd1 = d2 and d1 6= d2, the
following conclusions can be drawn:

- The first scenario results in a smaller OP since
max{p1, p2} is minimized for p1 = p2. However, this
choice is associated with a delay that increases asL

2 .
- As highlighted before,L=2 constitutes the best choice in

the second scenario. This scenario is characterized by a
smaller APD (of 1) and a higher OP compared to scenario
1.

IV. A SYMPTOTIC ANALYSIS WITH ANY NUMBER OF

RELAYS

A. General Comments

It is important to highlight that the theoretical condition
d1 = d2, that was treated separately in the case of one
relay, is almost impossible to realize in realistic networks.
In fact, d1 and d2 are in the order of few kilometers and
shifting the relay’s location by a fraction of a meter while
deploying the network will favor lower outages along one of
the two hops compared to the other hop. Even though the
outage probabilities along the different hops can be made
approximately the same by an appropriate statistical power
allocation strategy, however, this approach involves a cer-
atin level of CSI acquisition that adds to the complexity of
the system. In all circumstances, making these probabilities
identical is not appealing from a delay point of view as has
been highlighted in Section III-D in the context of one relay.
Finally, we also exclude the caseL = 1 from our analysis

since this buffer size fails in capturing any diversity advantage.
Next, we focus on the asymptotic casePM ≫ 1 resulting in
pn ≪ 1 for n = 1, . . . , Nr + 1. We recall from (3) that the
index of the worst (bottleneck) hop is denoted byñ where
pñ = max{p1, . . . , pNr+1}.

The asymptotic analysis revolves around the identification
of a closed-subset of statesS where, at steady-state, the system
is in the states ofS with a probability tending to 1. From [27,
Sec. 9.5], the setS is said to be closed if no state inS leads
to any state outsideS. In other words,S defines a closed-
subset iftl,l′ = 0 ∀ l ∈ S andl′ /∈ S. The identification of the
closed-subset is very useful since it dramatically simplifies the
analysis because the states in the closed-subset are recurrent
[27, Sec. 9.4]. In other words, only the states in the closed-
subsetS can be considered for the OP and APD calculations
since the number of time slots in which the system is in one
of the transient states outsideS tends to zero. In fact, after
a certain number of transitions among the transient states in
S̄, the Markov chain will eventually move to a certain state
in S and remain in this closed-subset since the transition
probabilities out of this subset tend to zero.

Following from the above observations, the asymptotic OP
can be derived from:

Pout →
∑

l=(l1,...,lNr )∈S

πlPl, (20)

wherePl stands for the probability of outage when the system
is in the statel:

Pl =

Nr+1∏

n=1

pn ; pn =

{
1, ln−1 = 0 or ln = L;
pn, otherwise.

,

(21)
wherepn stands for the unavailability probability with which
no packet can be communicated along then-th hop Rn−1-
Rn. This probability captures both the channel condition and
unavailability of then-th hop following from the buffers’
states. In fact, if the buffer at Rn−1 is empty or the buffer at
Rn is full then no packet can be transmitted along then-th hop
resulting inpn = 1 (unavailable link). Otherwise, a packet can
not be delivered only if then-hop is in outage with probability
pn. Finally, for the first (resp. last) hop, there is no need to
check for the conditionln−1 = 0 (resp.ln = L) since ln is
defined forn = 1, . . . , Nr (i.e. n 6= 0 andn 6= Nr + 1).

Following from Little’ law [26], the APD can be calculated
from:

APD =

Nr∑

n=1

L̄n

ηn
+

1

η1
− 1, (22)

whereL̄n andηn stand for the average queue length and input
throughput at Rn, respectively. In (22), the term1η1

− 1 stands
for the average delay at S [6], [21] (whereη1 was denoted
by η in (9) and (11) in the case of one relay). A packet is
successfully delivered to Rn if the buffer at Rn is not full, the
buffer at Rn−1 is not empty and then-th hop is not in outage
resulting in:

ηn = (1− pn)
(

1− π
(n)
L

)(

1− π
(n−1)
0

)

; n = 1, . . . , Nr,

(23)
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whereπ(n)
l stands for the steady-state probability of havingl

packets in the buffer of Rn that can be calculated fromπ(n)
l =

∑L
l1=0· · ·

∑L
ln−1=0

∑L
ln+1=0· · ·

∑L
lNr=0 π(l1,...,ln−1,l,ln+1,...,lNr )

.

We assume thatπ(0)
0 = 0 in (23) since S always has packets

to transmit.
In this section, we will prove thatπ(n)

0 → 0 andπ(n)
L → 0

for n = 1, . . . , Nr implying thatηn → 1−pn → 1. Therefore,
(22) will tend to the following asymptotic expression:

APD =

Nr∑

n=1

L̄n. (24)

In order to offer more insights on the calculation methodol-
ogy, we first present the asymptotic analysis in the special case
Nr = 2 and then we carry out the extension to the general
case.

B. Nr = 2

1) State Transition Matrix:The following cases arise when
evaluating the probabilitiestl,l′ .

Case 1:l = (0, 0). Since both buffers are empty, then no
transmissions can occur along the second and third hops in
this case. Now, if the first hop is in outage, then the first
buffer will remain empty resulting int(0,0),(0,0) = p1. On the
other hand, if the first hop is not in outage, then the number
of packets in the first buffer will increase by one resulting in
t(0,0),(1,0) = 1− p1.

Case 2: l = (L, 0). In this case, no transmissions can
occur along the first hop since the first buffer is full while no
transmissions can occur along the third hop since the second
buffer is empty. Now, the system will remain in the same state
l
′ = (L, 0) if the second hop is in outage and it will move to

the statel′ = (L − 1, 1) if the second hop is not in outage.
Consequently,t(L,0),(L,0) = p2 and t(L,0),(L−1,1) = 1− p2.

Case 3:l = (L,L) implying that no transmissions can take
place along the first and second hops. Similar to case-1 and
case-2,t(L,L),(L,L) = p3 and t(L,L),(L,L−1) = 1− p3.

Case 4:l = (l1, 0) wherel1 = 1, . . . , L−1. In this case, no
transmissions can occur along the third hop. Consider now the
first two hops. When both hops are in outage, the occupancies
of both buffer will remain unchanged andt(l1,0),(l1,0) = p1p2.
When both hops are not in outage, the occupancy of the first
buffer will remain the same (since one packet is received from
S and one packet is transmitted to R2) while the number of
packets in the second buffer will increase by one since R2

will successfully receive a packet from R1 while no packet
is transmitted to D. Consequently, in this case,t(l1,0),(l1,1) =
(1− p1)(1− p2). Similarly, t(l1,0),(l1+1,0) = (1− p1)p2 (resp.
t(l1,0),(l1−1,1) = p1(1 − p2)) where a successful transmission
takes place exclusively along the first (resp. second) hop.

Case 5: l = (L, l2) where l2 = 1, . . . , L − 1. In this
case, no transmissions can occur along the first hop since
the first buffer is full. Similar to case-4,t(L,l2),(L,l2) = p2p3,
t(L,l2),(L−1,l2) = (1−p2)(1−p3), t(L,l2),(L,l2−1) = p2(1−p3)
and t(L,l2),(L−1,l2+1) = (1− p2)p3.

Case 6: l = (0, l2) where l2 = 1, . . . , L or l = (l1, L)
where l1 = 1, . . . , L − 1. In this case, no transmissions can

occur along the second hop since either the first buffer is empty
or/and the second buffer is full. Consequently, the occupancy
of the first buffer will increase by one if the first hop is not
in outage; otherwise, it will remain the same. Similarly, the
occupancy of the second buffer will decrease by one if the
third hop is not in outage; otherwise, it will remain the same.
Consequently,tl,l = p1p3, tl,l+(1,0) = (1−p1)p3, tl,l+(0,−1) =
p1(1− p3) and tl,l+(1,−1) = (1− p1)(1 − p3).

Case 7: l = (l1, l2) where l1 = 1, . . . , L − 1 and l2 =
1, . . . , L− 1. In this case, none of the buffers is full or empty
and transmissions can take place along all hops. Consequently:

tl,l = p1p2p3 + (1− p1)(1 − p2)(1 − p3) ;

tl,l+(−1,0) = p1(1 − p2)(1− p3) ;

tl,l+(1,−1) = (1 − p1)p2(1− p3) ;

tl,l+(0,1) = (1 − p1)(1− p2)p3 ;

tl,l+(1,0) = (1 − p1)p2p3 ;

tl,l+(−1,1) = p1(1 − p2)p3 ;

tl,l+(0,−1) = p1p2(1 − p3), (25)

where, generally speaking, (i): the buffer size will increase by
one if the previous hop is not in outage while the subsequent
hop is in outage, (ii): the buffer size will decrease by one if
the previous hop is in outage while the subsequent hop is not
in outage and (iii): the buffer size will remain the same if the
previous and subsequent hops have the same status. It is worth
noting that in case-7,2Nr+1 − 1 = 7 transitions are possible
where the scenarios when all hops are or are not in outage
will keep the system in the same state with probabilitytl,l.

2) Asymptotic Steady-State Distribution:

Proposition2: For asymptotically large values ofPM , the
closed-subsetS is given by:

S =






{(0, 0), (0, 1), (1, 0), (1, 1)}, ñ = 1;
{(L, 0), (L−1, 1)}, ñ = 2;
{(L,L), (L−1, L), (L,L−1), (L−1, L−1)}, ñ = 3.

.

(26)

Proof: The proof is provided in Appendix B.

Following from the asymptotic transition probabilities de-
rived in Appendix B, the transitions between the states of the
closed-subset are depicted in Fig. 2. Capturing the steady-
state distribution of the recurrent states (insideS) by the
vector π′, elements ofπ′ will add up to 1 asymptotically
for the reasons stated in Section IV-A. The steady-state dis-
tribution of the recurrent states can be obtained by solving
A

(ñ)
redπ

′ = π′ (with the elements ofπ′ adding up to 1) where
π′ = [π(0,0), π(0,1), π(1,0), π(1,1)]

T , π′ = [π(L,0), π(L−1,1)]
T

andπ′ = [π(L,L), π(L−1,L), π(L,L−1), π(L−1,L−1)]
T for ñ = 1,

ñ = 2 and ñ = 3, respectively.
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Fig. 2. The closed-subsets and the corresponding transitions in the case of two relays.

The reduced state transition matrices are given by:

A
(2)
red =

[
p2 p2

1− p2 1− p2

]

;

A
(ñ)
red =







pñ pñ 0 0
0 0 pñ pñ

1− pñ 1− pñ 0 0
0 0 1− pñ 1− pñ







; ñ = 1, 3,

(27)

As a conclusion, the identification of the closed-subset (that
is possible only for asymptotic values ofPM ) simplifies the
solution for the steady-state distribution. In fact, instead of
solving Aπ = π to find the (L + 1)2 elements ofπ, we
solve the simpler equationA(ñ)

redπ
′ = π′ involving 4, 2 and

4 unknowns forñ = 1, ñ = 2 and ñ = 3, respectively. In
Appendix C, we prove that:

π′ =







[
π(0,0), π(0,1), π(1,0), π(1,1)

]T
, ñ = 1;

[
π(L,0), π(L−1,1)

]T
, ñ = 2;

[
π(L,L), π(L−1,L), π(L,L−1), π(L−1,L−1)

]T
, ñ = 3.

.

=







[
p21, p1(1−p1), p1(1−p1), (1−p1)

2
]T

, ñ = 1;
[p2, 1−p2]

T , ñ = 2;
[
p23, p3(1−p3), p3(1−p3), (1−p3)

2
]T

, ñ = 3.

.

(28)

3) Asymptotic OP and APD:For ñ = 1, P(0,0) = p1,
P(0,1) = p1p3, P(1,0) = p1p2 andP(1,1) = p1p2p3 following
from (21). Replacing these values as well as (28) in (20)
results in Pout = p31 + p21p3(1 − p1) + p21p2(1 − p1) +
p1p2p3(1 − p1)

2 → p31 + p21p3 + p21p2 + p1p2p3 that tends
to p31 sincemax{p1, p2, p3} = p1 in this case. Similarly, for
ñ = 2, P(L,0) = p2 and P(L−1,1) = p1p2p3 which from
(20) and (28) results inPout = p22 + p1p2p3(1 − p2) → p22.
Finally, for ñ = 3, P(L,L) = p3, P(L−1,L) = p1p3,
P(L,L−1) = p2p3 and P(L−1,L−1) = p1p2p3 resulting in
Pout = p33+p1p

2
3(1−p3)+p2p

2
3(1−p3)+p1p2p3(1−p3)

2 → p33
sincemax{p1, p2, p3} = p3 in this case. As a conclusion:

Pout →
{

[max{p1, p2, p3}]3 , ñ = 1 or ñ = 3;
[max{p1, p2, p3}]2 , ñ = 2.

, (29)

implying, from (3)-(4), a three-fold increase in the diversity
order only if the bottleneck hop corresponds to the first hop
or last hop.

The interpretation of (29) is as follows. For̃n = 1, the
outage of the bottleneck link S-R1 over two consecutive time

slots (with probabilityp21) will incur the emptying of the two
buffers since, from Fig. 2, it can be observed that it takes at
most two transitions to reach the state(0, 0) from any other
state. Once in the state(0, 0), no transmissions can take place
along the second and third hops implying that an additional
outage event along the first hop (with probabilityp1) will
result in a system outage. The same interpretation holds for
the casẽn = 3 where the state(L,L) can be reached in two
transitions at most implying that two successive outages of
hop-3 (with probabilityp23) will result in filling both buffers.
Now, an additional outage of hop-3 in a third slot will result
in a system outage with probabilityp33. For ñ = 2, a single
outage of the bottleneck link hop-2 (with probabilityp2) will
bring the system to the state(L, 0) from Fig. 2. Now, the first
buffer is full and the second buffer is empty implying that no
transmissions can take place along the first and third hops.
This implies that an additional outage of hop-2 is sufficientto
cause a system outage. This justifies why in this case the OP
is p22 (and notp32).

Regarding the APD, for̃n = 1, (28) shows thatπ(1,1) =
1 − p1 → 1 implying that each one of the buffers contains
one packet most of the time at steady-state. Consequently, the
probability of having either empty or full buffers tends to zero
and ηn → 1 in (23) for n = 1, 2. In this case,̄L1 → 1 and
L̄2 → 1 resulting inAPD → 2 from (24). The same holds
for the other values of̃n where the results are summarized as
follows following from (24) and (28):







π(1,1) → 1 ⇒ L̄1 → 1 , L̄2 → 1
⇒ APD → 2, ñ = 1;

π(L−1,1) → 1 ⇒ L̄1 → L−1 , L̄2 → 1
⇒ APD → L, ñ = 2;

π(L−1,L−1) → 1 ⇒ L̄1 → L−1 , L̄2 → L−1
⇒ APD → 2(L−1), ñ = 3;

.

(30)
The interpretation of (30) is as follows. When the first hop

is the bottleneck link, the relatively inferior quality of this hop
will reduce the input throughput at R1 thus thinning out the
occupancy not only of the buffer at R1 but also of the buffer
at R2 since the flow of packets along R1 →R2 →D is almost
guaranteed given the relatively lower outage probabilities
along the last two hops. These buffers tend to have one packet
each without being fully depleted since even the bottleneck
link is assumed to have a low outage probability (p1 ≪ 1)
in the asymptotic regime. Now, when the third hop is the
bottleneck link, the output throughput from R2 is minimal
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{
(lñ−1, lñ), (lñ−2, lñ+1), . . . , (l1, l2ñ−2) ∈ {(L− 1, 1), (L, 0)},
l2ñ−1, . . . , lNr

∈ {0, 1}. ; ξ = ñ− 1;
{

(lñ−1, lñ), (lñ−2, lñ+1), . . . , (l2ñ−Nr−1, lNr
) ∈ {(L− 1, 1), (L, 0)},

l1, . . . , l2ñ−Nr−2 ∈ {L− 1, L}, ; ξ = Nr + 1− ñ.
, (33)

resulting in the congestion of the two buffers without having
them full sincep3 ≪ 1. Finally, when the second hop is the
bottleneck link, the flow of packets along S→R1 and R2 →D
occurs in a more efficient manner. In this case, the higher
outage probability along the bottleneck link will result in
filling up the preceding buffer of R1 at a faster pace while
the input throughput at R2 will decrease thus reducing the
occupancy of its buffer.

4) Conclusions:Define the three sorted distancesd(1) <
d(2) < d(3) and consider all possible values of the hops’
distances (d1, d2, d3). The scenarios(d(1), d(3), d(2)) and
(d(2), d(3), d(1)) must be avoided since, from (29), these
scenarios fail in exploiting the full underlying diversity
advantage. The scenarios(d(3), d(1), d(2)), (d(3), d(2), d(1)),
(d(1), d(2), d(3)) and (d(2), d(1), d(3)) are all equivalent in
terms of outage behavior. In this context, the advantage of
the first two scenarios resides in a smaller APD from (30).
However, from (29), it can be observed that the asymptotic OP
does not depend onL (for L ≥ 2) implying that a buffer size
of two is sufficient for extracting full diversity. SettingL = 2
in (30) implies thatAPD → 2 for all values ofñ showing
that the four preceding scenarios will achieve the same OP
and APD values in this case.

C. Nr ≥ 2

1) State Transition Matrix:2Nr+1−1 transitions are possi-
ble from the statel = (l1, . . . , lNr

) where these transitions and
their corresponding probabilities can be determined as follows.
Denote byA ⊂ {1, . . . , Nr+1} the set containing the indices
of the links that are available whereA can be selected in
2Nr+1 possible ways. The transitions are given by:

l = (l1, . . . , lNr
) → l

′ = (l1, . . . , lNr
) + (δ1, . . . , δNr

) ,

δn =







0, (n, n+ 1) ∈ A2 or (n, n+ 1) ∈ Ā2;
1, (n, n+ 1) ∈ A× Ā;
−1, (n, n+ 1) ∈ Ā × A.

;

n = 1, . . . , Nr, (31)

whereĀ denotes the complement ofA. For example, when
(n, n+1) ∈ A×Ā, Rn can receive a packet along then-th hop
(that is available) while it cannot transmit a packet along the
(n + 1)-th hop (that is not available) implying that its buffer
occupancy will increase by1. The probability of the transition
in (31) can be calculated from:

tl,l′ =
{∏

n∈Ā pn
∏

n′∈A(1−pn′), (δ1, . . . , δNr
) 6= (0, . . . , 0);

∏Nr+1
n=1 pn +

∏Nr+1
n=1 (1−pn), (δ1, . . . , δNr

) = (0, . . . , 0).
,

(32)

where the probabilities of unavailability{pn}Nr+1
n=1 are defined

in (21). The second case in (32) follows since the self-
transitionl → l is possible either when all links are available
or when all links are unavailable. Note that for this transition,
the casesA = {1, . . . , Nr + 1} and A = φ (the empty
set) need to be combined together. Each of the remaining
2Nr+1 − 2 transitionsl → l

′ 6= l can occur in one way (each
corresponding to a possible value ofA other than the full or
empty sets) according to the first probability in (32).

It is worth noting that, from (21),1 − pn = 0 if ln−1 = 0
or ln = L implying that the corresponding probability in (32)
will be zero. In this case, the corresponding transition in (31)
cannot take place and the number2Nr+1 − 1 corresponds to
the maximum number of transitions that can occur when all of
the Nr buffers are neither full nor empty (for example, refer
to case-7 in Section IV-B1 in the caseNr = 2). Otherwise,
the number of possible transitions will drop where in the
extreme casesl1 = (0, . . . , 0) and l2 = (L, . . . , L), only two
transitions are possible{l1 → l1; l1 → l1+(1, 0, . . . , 0)} and
{l2 → l2; l2 → l2 +(L, . . . , L, L− 1)} (for example, refer to
case-1 and case-3 in Section IV-B1 in the caseNr = 2).

2) Asymptotic Steady-State Distribution:
Proposition3: ForPM ≫ 1, the subsetS = {(l1, . . . , lNr)}

shown in (33) at the top of the page is closed with the
following asymptotic steady-state distribution:

πl = π(l1,...,lNr )
=

{

pµ0

ñ (1−pñ)
Nr−µ0 , ξ = ñ− 1;

pµL

ñ (1−pñ)
Nr−µL , ξ = Nr + 1− ñ.

(34)
whereξ , min{ñ − 1, Nr + 1 − ñ} while µl stands for the
number of components of(l1, . . . , lNr

) that are equal tol.
Proof: The proof is provided in Appendix D.

Equation (33) shows that the asymptotic analysis can be
simplified by considering the2Nr−ξ states ofS rather than
the entire(L+1)Nr states. For̃n = 1 andñ = Nr+1, ξ = 0,
andS simplifies to{0, 1}Nr and{L− 1, L}Nr , respectively.

3) Asymptotic OP and APD:From (33),ln ∈ {L − 1, L}
for n < ñ and ln ∈ {0, 1} for n ≥ ñ. Consequently, since
ln = 0 ⇒ pn+1 = 1 and ln = L ⇒ pn = 1, then exactly
(µ0+µL) terms inPl in (21) are equal to 1 (in particular,µL

termspn for n < ñ andµ0 termspn for n ≥ ñ). Therefore,
Pl corresponds to the product ofNr + 1− (µ0 + µL) outage
probability terms of the formpn. Now, sincepn ≤ pñ for
n = 1, . . . , Nr + 1, thenPl ≤ pNr+1−µ0−µL

ñ . Approximating
1−pñ by 1 in (34), the probabilityπlPl in (20) can be bounded
as follows:

πlPl ≤
{

pNr+1−µL

ñ , ξ = ñ− 1;
pNr+1−µ0

ñ , ξ = Nr + 1− ñ.
. (35)

From the first equation in (33),0 ≤ µL ≤ ñ− 1 implying,
from (35), thatmaxl{πlPl} = p

Nr+1−(ñ−1)
ñ for ξ = ñ − 1.

Similarly, from the second equation in (33),0 ≤ µ0 ≤ Nr +
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Fig. 3. Outage probability with one relay forωz/a = 10. Solid and
dotted lines correspond to the exact and asymptotic values,respectively. The
asymptotic OP values ofp1+p2

2
, (15) and (17) are plotted for scenarios 1-3

(L = 1), scenario 1 (L ≥ 2) and scenarios 2-3 (L ≥ 2), respectively.

1− ñ implying thatmaxl{πlPl} = p
Nr+1−(Nr+1−ñ)
ñ for ξ =

Nr + 1− ñ. The above two cases can be combined resulting
in the following asymptotic expression of the OP in (20):

Pout → pNr+1−ξ
ñ

= [max{p1, . . . , pNr+1}]Nr+1−min{ñ−1,Nr+1−ñ}
, (36)

implying a (Nr + 1 − ξ)-fold increase in the diversity order
compared to buffer-free systems.

Note thatñ − 1 (resp.Nr + 1 − ñ) captures how far the
bottleneck hop is from the first (resp. last) hop (in terms of
number of hops). The farther the bottleneck hop is from S and
D, the larger the value ofξ and the smaller the diversity gain.
In this case, the maximum diversity gain is achieved when the
first or last hop is the bottleneck hop (ñ = 1 or ñ = Nr + 1
implying thatξ = 0) with a diversity gain ofNr+1. The worst
cases arise when the central hops constitute the bottleneck
(ñ = Nr+2

2 for Nr even and̃n ∈ {Nr+1
2 , Nr+3

2 } for Nr odd)
resulting in the smallest diversity gains ofNr

2 +1 andNr+1
2 +1

for even and odd values of̃n, respectively.
From (34), the state having the highest probability can be

obtained by settingµ0 = 0 for ξ = ñ − 1 and µL = 0 for
ξ = Nr + 1 − ñ. This maximum probability is equal to(1 −
pñ)

Nr → 1 for PM ≫ 1. From the first equation in (33), the
condition µ0 = 0 implies that ln = L − 1 for n < ñ and
ln = 1 for n ≥ ñ. The same implication follows from the
second equation in (33) for the conditionµL = 0 with ξ =
Nr+1− ñ. Therefore, for all values of̃n, the system is in the
state(l1, . . . , lñ−1, lñ, . . . , lNr

) = (L− 1, . . . , L− 1, 1, . . . , 1)
with a steady-state probability tending to 1 for large values of
PM . In other words,L̄n → L − 1 for n < ñ while L̄n → 1
for n ≥ ñ implying, from (24), that:

APD → (ñ−1)(L−1)+(Nr+1− ñ) = Nr+(L−2)(ñ−1),
(37)

implying that the asymptotic APD increases linearly withNr

and linearly withL for ñ 6= 1. The caseñ = 1 results in
the minimum APD ofNr while the casẽn = Nr + 1 results
in the maximum APD of(L − 1)Nr. Note that, forL = 2,
APD → Nr for all values ofñ.
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scenario 1, L=5
scenario 2, L=2
scenario 2, L=5
scenario 3, L=2
scenario 3, L=5
(15),(18) for L=2 and (19)
(15) for L=5
(18) for L=5

Fig. 4. Average packet delay with one relay forωz/a = 10. Solid and dotted
lines correspond to the exact and asymptotic values, respectively.

4) Conclusions:The conclusions drawn in the casesNr =
1 andNr = 2 can be generalized:

- There is no interest in selecting values ofL exceeding
2. While this result contradicts the previously reported
findings in the context of RF communications, this finding
is related mainly to the full-duplexity and absence of
interference in FSO systems where these two unique
features clearly distinguish FSO systems from their RF
counterparts. In this context, unlike RF multi-hop systems
where a single hop is activated in a time slot in order to
avoid interference (i.e. one half-duplex node is transmit-
ting and another node is receiving per time slot), all hops
can be simultaneously activated in FSO systems where
the different highly-directive LOS optical links do not
interfere with each other. Consequently, the full-duplex
FSO nodes can all transmit, receive or transmit-and-
receive in the same time slot with the direct implication of
emptying the buffers at a faster pace. Finally, it is worth
highlighting that the lack of interest in selectingL > 2
holds only in the asymptotic regime since this conclusion
was reached following from an asymptotic analysis.

- For L = 2, the position of the bottleneck link does not
affect the APD. The choices̃n = 1 and ñ = Nr + 1 are
both optimal since they minimize the OP for the same
APD value.

- For L > 2, the scenarioñ = 1 is optimal since it
minimizes the OP and APD. The choicẽn = Nr + 1
achieves the same optimal OP with the maximum APD.

- It is advisable not to have an intermediate link as the
longest hop since this will reduce the diversity advantage
of the system.

V. NUMERICAL RESULTS

We next present some numerical results that support the
theoretical findings reported in the previous sections. The
relays are placed along the line joining S with D and their
positions are determined by the vectord = (d1, . . . , dNr+1)
with dSD =

∑Nr+1
n=1 dn (all distances will be expressed in

km). The corresponding hop distances are taken to range
from 1 km to 4 km in coherence with the previous works
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Fig. 5. Performance with 2 and 3 relays forL = 5 andωz/a → ∞. The dotted lines correspond to the OP and APD bounds in (36) and (37), respectively. In
this figure,b = ñ indicates the index of the bottleneck hop. Solid lines are used for the theoretical results (“theor.” ) while no lines are used for the simulation
results (“sim.” ).

on multi-hop FSO systems [2]–[5]. Regarding the channel
parameters, the refractive index structure constant and the
attenuation constant are set toC2

n = 1.7× 10−14 m−2/3

and σ = 0.44 dB/km, respectively. The receiver radius (a),
beam waist (ωz) and pointing error displacement standard
deviation (σs) are assumed to be the same for all hops. In
what follows, we setσs/a = 3 while the values ofωz/a
will be varied in the simulations where large values of this
ratio indicate less pointing errors. The theoretical OP and
APD are determined from the state transition matrix based on
equations (20)-(23). In order to check for the validity of the
obtained results, the theoretical values are contrasted with their
numerical counterparts that are determined from a custom-
built discrete event simulator. Results show that the theoretical
curves almost perfectly overlap with the numerical curves in
all simulated scenarios thus highlighting on the accuracy of
the results.

Fig. 3 and Fig. 4 show the performance with one relay
for ωz/a = 10 under the three scenariosd = (2.5, 2.5),
d = (2, 3) and d = (3, 2) where, in all scenarios,dSD=5

km. As predicted by the OP expression in (14), the case
L = 1 presents no diversity advantage where the OP curve
is practically parallel to that of buffer-free systems (L = 0) in
all scenarios. The diversity advantage starts manifestingfrom
L = 2 where the increase in the steepness of the OP curves
is evident. As expected from (8), scenario 2 and scenario
3 result in the same OP performance for all values ofPM .
The asymptotic OP expressions are given in (15) for scenario
1 and in (17) for scenarios 2 and 3. The results in Fig. 3
highlight on the accuracy of these expressions in predicting
the system performance starting from relatively small values
of PM . As highlighted in (15), the coding gain enhances with

L (for L ≥ 2) in scenario 1. However, for scenarios 2 and 3,
increasingL above 2 does not affect the outage performance
where the OP curves are practically the same forL = 2
andL = 5 in coherence with (17). The corresponding APD
values are reported in Fig. 4 where the results highlight on the
accuracy of the asymptotic APD expressions provided in (15),
(18) and (19) for scenarios 1, 2 and 3, respectively. These
simple expressions are useful in predicting the APD values
starting from a power margin of 10 dB.

Fig. 5 shows the performance fordSD = 6 km andL = 5
with two and three relays in the absence of pointing errors
(ωz/a → ∞). For Nr = 2, we consider the scenarios
d = (3, 2, 1), d = (2, 3, 1) andd = (1, 2, 3) corresponding
to ñ = 1, ñ = 2 and ñ = 3, respectively. ForNr =
3, the following values ofd are simulated:(2, 1.5, 1.5, 1)
(ñ = 1), (1.5, 2, 1.5, 1) (ñ = 2), (1.5, 1.5, 2, 1) (ñ = 3) and
(1.5, 1.5, 1, 2) (ñ = 4). Results in Fig. 5 show the extremely
close match between the theoretical and numerical results
whether for the OP curves or for the APD curves. Results
in Fig. 5.a and Fig. 5.b highlight on the accuracy of the
OP bound in (36) in predicting the asymptotic performance
where the achievable diversity order depends on the value of
n̂. Results in Fig. 5.c and Fig. 5.d highlight on the accuracy of
the asymptotic APD expression provided in (37). In particular,
the OP bounds are extremely close to the exact values over
the entire range ofPM while the APD bounds are close for
the values ofPM exceeding 10 dB and 5 dB forNr = 2 and
Nr = 3, respectively.

Fig. 6 shows the performance with four relays andωz/a = 8
for L = 2 andL = 5. The following scenarios are considered
d = [4, 2, 2, 2.5, 3],d = [2, 4, 2.5, 2, 3] andd = [2, 3, 4, 2, 2.5]
resulting in ñ = 1, ñ = 2 and ñ = 3, respectively. Results
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Fig. 6. Performance with 4 relays andωz/a = 8 for L = 2 andL = 5.
In this figure,b = ñ indicates the index of the bottleneck hop. Solid lines
are used for the theoretical results, dotted lines for the asymptotic OP in (36)
while no lines are used for the simulation results.

validate the theoretical evaluation that matches the numerical
analysis and they highlight on the tightness of the OP bound
in (36). As highlighted analytically, the asymptotic OP values
are practically the same forL = 2 and L = 5. Results in
Fig. 6 also highlight on the remarkable performance gains
that can be reaped from equipping the relays with buffers
where the gains with respect to buffer-free systems exceed
25 dB at an OP of10−4 for the optimal casẽn = 1. The
position of the bottleneck link is also critical on the system
performance where, for the same value of the total distance
dSD, performance gains in the order of 5.5 dB are observed at
an OP of10−5 when comparing the cases̃n = 1 and ñ = 3.
These gains increase for decreasing values of the OP following
from the enhanced diversity gain that is obtained in the case
ñ = 1 compared to the casẽn = 3.

VI. CONCLUSION

For serial relaying FSO communications, equipping the
relays with buffers constitutes a simple and cost-effective
solution capable of realizing phenomenal gains in the outage
performance. Compared to buffer-free systems, an(Nr + 1)-
fold increase in the diversity order can be achieved by buffer-
aidedNr-relay systems with small buffer sizes not exceeding
two. Reaping this maximum diversity advantage inflicts certain
conditions on the relay placement where these conditions are
clearly delineated through a closed-form asymptotic analysis
that relates the system performance to the network parameters
in a simple and intuitive manner. The downside of the buffer-
aided solution resides in the fact that the packets will arrive
at the destination with a delay. However, the delay can be
optimized to reach the minimum possible value ofNr time
slots where it is judged that this delay falls within acceptable
practical limits. While this work targeted an outage analysis,
future works should address the consequent appealing problem
of evaluating the end-to-end ergodic capacity of serial-relaying
buffer-aided FSO systems.

APPENDIX A

We will solve for the vectorπ satisfyingAπ = π subject to
∑L

l=0 πl = 1. The relationAπ = π corresponds to a system
of L + 1 equations inL + 1 unknowns that will be solved
recursively.

The first equation (resulting from the first row ofA) can
be written ast0,0π0 + t1,0π1 = p1π0 + p1(1 − p2)π1 = π0

resulting in π1

π0
= (1−p1)

p1(1−p2)
= r

p2
with r ,

p2(1−p1)
p1(1−p2)

.
The second equation is given by:t0,1π0+ t1,1π1+ t2,1π2 =

π1. Replacing the transition probabilities by their values from
Section III-A results in:

(1−p1)π0+[p1p2+(1−p1)(1−p2)]π1+p1(1−p2)π2 = π1,
(38)

where dividing both sides byπ1 while taking into considera-
tion that π0

π1
= p2

r results in π2

π1
= r.

We will next prove by induction that equations2, . . . , L−1
will result in πl

πl−1
= r for l = 2, . . . , L − 1. From (38), the

induction holds forl = 2. Assume that it holds forl, we need
to prove that it holds forl + 1. The (l + 1)-th equation of
Aπ = π is given by:

p2(1− p1)
︸ ︷︷ ︸

tl−1,l

πl−1 + [p1p2 + (1− p1)(1 − p2)]
︸ ︷︷ ︸

tl,l

πl

+ p1(1− p2)
︸ ︷︷ ︸

tl+1,l

πl+1 = πl, (39)

where the transition probabilities are replaced by their values
from (5). Dividing both sides of (39) byπl results inπl+1

πl
= r

since πl−1

πl
= 1

r .
The L-th equation can be written astL−2,L−1πL−2 +

tL−1,L−1πL−1 + tL,L−1πL = πL−1. ReplacingtL−2,L−1 and
tL−1,L−1 by their values from (5) andtL,L−1 by (1 − p2)
results in:

p2(1−p1)πL−2+[p1p2+(1−p1)(1−p2)]πL−1+(1−p2)πL = πL−1,
(40)

resulting in πL

πL−1
= p1r since πL−2

πL−1
= 1

r .
The relationsπ1

π0
= r

p2
, π2

π1
= r, . . . , πL−1

πL−2
= r, πL

πL−1
= p1r

result inπ1 = r
p2
π0, π2 = r2

p2
π0, . . . , πL−1 = rL−1

p2
π0, πL =

p1r
L

p2
π0 which correspond to the second and third relations

in (6). Now, the equation
∑L

l=0 πl = 1 can be written as

π0

[

1 + 1
p2

∑L−1
l=1 rl + p1

p2
rL
]

= 1 whose solution results in
the first relation in (6) following from the geometric series
sum formula.

APPENDIX B

Consider first the casẽn = 1; i.e., max{p1, p2, p3} = p1.
Since p1 ≪ 1, p2 ≪ 1 and p3 ≪ 1, terms of the form
pn for n = 2, 3, pnpn′ for n, n′ = 1, 2, 3 and p1p2p3 will
all be neglected compared top1. Moreover, the probabilities
1 − p2 and 1 − p3 will be approximated by 1. Consider the
subset of statesS = {(0, 0), (0, 1), (1, 0), (1, 1)}. (i): For
l = (0, 0), from case-1 in Section IV-B1,t(0,0),(0,0) = p1
and t(0,0),(1,0) = 1 − p1 and, consequently, transitions from
the state(0, 0) are all limited towards elements ofS. (ii):
Consider now the statel = (0, 1). From case-6 in Section
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IV-B1, t(0,1),(0,1) = p1p3 → 0, t(0,1),(1,1) = (1 − p1)p3 → 0,
t(0,1),(0,0) = p1(1 − p3) → p1 and t(0,1),(1,0) = (1 −
p1)(1 − p3) → 1 − p1. Consequently, from the state(0, 1),
the possible transitions are limited towards the states(0, 0)
and (1, 0) that are both inS. (iii): For l = (1, 0), from case-
4 in Section IV-B1, t(1,0),(1,0) = p1p2 → 0, t(1,0),(1,1) =
(1 − p1)(1 − p2) → 1 − p1, t(1,0),(2,0) = (1 − p1)p2 → 0
and t(1,0),(0,1) = p1(1 − p2) → p1 implying that the possible
transitions are limited towards the elements(1, 1) and (0, 1)
of S. (iv): For l = (1, 1), seven possible transitions can take
place according to the probabilities provided in (25). All of
the transition probabilities will tend to zero except for the two
valuestl,l → 1−p1 andtl,l+(−1,0) → p1 where the transitions
(1, 1) → (1, 1) and (1, 1) → (0, 1) are confined inS.

The proof for ñ = 3 is similar to the casẽn = 1 and,
hence, it will be omitted. Consider the caseñ = 2 and the
subsetS = {(L, 0), (L−1, 1)}. From case-2 in Section IV-B1,
t(L,0),(L,0) = p2 and t(L,0),(L−1,1) = 1 − p2. Similarly, for
l = (L−1, 1), all probabilities in (25) will tend to zero except
for t(L−1,1),(L−1,1) → 1− p2 andt(L−1,1),(L,0) → p2 proving
thatS is a closed-subset.

APPENDIX C

For ñ = 2, the equationA(2)
red[π(L,0), π(L−1,1)]

T =

[π(L,0), π(L−1,1)]
T (whereA

(2)
red is given in (27)) results in

π(L,0) = p2(π(L,0) + π(L−1,1)) = p2 and π(L−1,1) = (1 −
p2)(π(L,0) + π(L−1,1)) = 1− p2 since elements ofπ′ add up
to 1.

For ñ = 1 and ñ = 3, from (27), the equationA(ñ)
redπ

′ = π′

can be easily solved by multiplying both sides of the equation

by A
(ñ)
red resulting in

[

A
(ñ)
red

]2

π′ = A
(ñ)
redπ

′ = π′ where (for
ñ = 1, 3):

[

A
(ñ)
red

]2

=






p2ñ p2ñ p2ñ p2ñ
pñ(1− pñ) pñ(1− pñ) pñ(1− pñ) pñ(1− pñ)
pñ(1− pñ) pñ(1− pñ) pñ(1− pñ) pñ(1− pñ)
(1− pñ)

2 (1− pñ)
2 (1− pñ)

2 (1− pñ)
2






,

(41)

resulting in the solution given in (28) since elements ofπ′ add
up to 1 asymptotically.

APPENDIX D

Solving for the steady-state distribution will be based on the
lumpability method that is applied for the sake of reducing the
size of the state space.

Definition 1: Consider a partition{V1,V2, . . .} of the state
space. The Markov chain is said to be lumpable with respect
to this partition if [28, 6.3.2]:

∀ l1, l2 ∈ Vi ; tl1,Vj
= tl2,Vj

∀ i 6= j, (42)

wheretl,V ,
∑

l′∈V tl,l′ stands for the transition probability
from the statel to the setV . Theorem [28, 6.3.2] also suggests
that the common probability values in (42) constitute the
transition probabilities in the lumped chain.

Fig. 7. Lumping of states forNr = 3 and ñ = 1. The states
connected by a dashed line will be lumped together. The lumped chain
{[0, 0], [0, 1], [1, 0], [1, 1]} is equivalent to the chain in Fig. 2 withNr = 2
and ñ = 1.

Consider first the casẽn = 1.
Proposition4: The transition probabilities of the elements

of S = {0, 1}Nr are given by:

(l1, . . . , lNr
) →

{
(0, l1, . . . , lNr−1), p1;
(1, l1, . . . , lNr−1), 1− p1.

, (43)

implying thatS is a closed-subset since(0, l1, . . . , lNr−1) and
(1, l1, . . . , lNr−1) belong toS whenever(l1, . . . , lNr

) belongs
to S.

Proof: Neglecting the outage events along the non-
bottleneck hops, the unavailability probabilities{pn}Nr+1

n=2 in
(21) will be equal to either 0 or 1 wherepn = 0 (resp.pn = 1)
implies that then-th hop is available (resp. unavailable).

Consider the transition(l1, . . . , lNr
) → (l′1, . . . , l

′
Nr

)
and an elementln for n = 1, . . . , Nr − 1. The pos-
sible values of (ln, ln+1) are {(0, 0), (0, 1), (1, 0), (1, 1)}
implying that the corresponding unavailability probabilities
(pn+1, pn+2) along the hops preceding and following Rn+1

are {(1, 1), (1, 0), (0, 1), (0, 0)} since ln = 0 ⇒ pn+1 = 1
and ln = 1 ⇒ pn+1 = 0. This implies that the corresponding
values ofl′n+1 are l′n+1 = ln+1 + {0,−1, 1, 0} = {0, 0, 1, 1}.
In fact, in the first and fourth cases the(n + 1)-th buffer
state will remain unchanged since both hops are unavailable
and available respectively. In the second (resp. third) case,
the preceding link is unavailable (resp. available) while the
subsequent hop is available (resp. unavailable) implying that
the buffer occupancy will decrease (resp. increase) by 1.
It can be observed that in all cases,l′n+1 = ln implying
that (l′2, . . . , l

′
Nr

) = (l1, . . . , lNr−1). Regarding the first hop,
l1 = 0 implies that no packets can be forwarded along the
second hop resulting inl′1 = 0 with probabilityp1 and l′1 = 1
with probability 1 − p1. Now, l1 = 1 implies that the second
hop is available while the unavailability (resp. availability)
of the first hop with probabilityp1 (resp.1 − p1) will incur
decreasing the buffer size by one (resp. keeping it unchanged)
resulting inl′1 = 0 (resp.l′1 = 1). Combining the above cases
results in (43).
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Observation1: The Markov chain with2Nr states defined
overS is lumpable with respect to the partition of2Nr−1 sets
enumerated as{V[l1,...,lNr−1] ; l1, . . . , lNr−1 ∈ {0, 1}} where:

V[l1,...,lNr−1] , {(l1, . . . , lNr−1, 0), (l1, . . . , lNr−1, 1)}. (44)

Proof: The proof follows directly from (43) where the
transitions and their corresponding probabilities are thesame
whetherlNr

= 0 or lNr
= 1. More precisely:

t(l1,...,lNr−1,i),V[j,l1,...,lNr−2]

= t(l1,...,lNr−1,i),(j,l1,...,lNr−2,lNr−1)

+ t(l1,...,lNr−1,i),(j,l1,...,lNr−2,l̄Nr−1)
︸ ︷︷ ︸

=0

(45)

=

{
p1, j = 0;
1− p1, j = 1.

; i = 0, 1, (46)

implying that the transition probabilities are the same forboth
elements ofV[l1,...,lNr−1]. In (45), l̄ = 0 if l = 1 and l̄ = 1 if
l = 0.

Observation2: The transition probabilities in the lumped
Nr-relay Markov chain are the same as those in the(Nr−1)-
relay chain. In other words, the setV[l1,...,lNr−1] is equivalent
to the state(l1, . . . , lNr−1) in the (Nr − 1)-relay chain.

Proof: The proof follows from (46) since:

V[l1,...,lNr−1] →
{

V[0,l1,...,lNr−2], p1;
V[1,l1,...,lNr−2], 1− p1.

, (47)

which is equivalent to (43) ifNr is replaced byNr−1 in this
latter equation.

The lumping of states is better clarified in Fig. 7 for
Nr = 3. In what follows, the steady-state distribution will be
denoted byπ(Nr ,ñ)

l
for anNr-relay system with the bottleneck

hop ñ. Equation (43) can be written as(l2, . . . , lNr
, i) →

(0, l2, . . . , lNr
) with probability p1 and (l2, . . . , lNr

, i) →
(1, l2, . . . , lNr

) with probability 1− p1 resulting in:

π
(Nr,1)
(l1,l2,...,lNr )

= Il1

[

π
(Nr,1)
(l2,...,lNr ,0)

+ π
(Nr,1)
(l2,...,lNr ,1)

]

= Il1π
(Nr−1,1)
(l2,...,lNr )

, (48)

where Il , pñ if l = 0 and Il , 1 − pñ if l = 1
and where the second equality follows from observation 2.
Applying the relation in (48) recursivelyπ(Nr,1)

(l1,l2,...,lNr )
=

Il1 · · · IlNr−2π
(2,1)
(lNr−1,lNr )

and using the result obtained in (28)
in the case of two relays results in (34).

Consider now the casẽn − 1 ≤ Nr + 1 − ñ with ñ 6= 1.
The setS in (33) can be written as:

S =
{(

l∗2ñ−2, . . . , l
∗
ñ; lñ, . . . , l2ñ−2, l2ñ−1, . . . , lNr

)

; lñ, . . . , lNr
∈ {0, 1}} , (49)

where l∗ = L if l = 0 and l∗ = L − 1 if l = 1 while the
semicolon is used to indicate the position of the bottleneck
link.

Proposition5: The setS in (49) is closed since the following
transitions are possible:

(
l∗2ñ−2, . . . , l

∗
ñ; lñ, . . . , l2ñ−2, l2ñ−1, . . . , lNr

)
→

{(
l∗2ñ−3 . . . l

∗
ñ, L; 0, lñ . . . l2ñ−3, l2ñ−2 . . . lNr−1

)
, pñ;

(
l∗2ñ−3 . . . l

∗
ñ, L−1; 1, lñ . . . l2ñ−3, l2ñ−2 . . . lNr−1

)
, 1−pñ.

(50)

where all states in this equation have the structure given in
(49) and, hence, they belong toS.

Proof: Consider the transition (l1, . . . , lNr
) →

(l′1, . . . , l
′
Nr

) and an elementln. Case 1,̃n ≤ n ≤ Nr−1: The
possible values of(ln, ln+1) are {(0, 0), (0, 1), (1, 0), (1, 1)}
implying that l′n+1 = ln and (l′ñ+1, . . . , l

′
Nr

) =
(lñ, . . . , lNr−1) following from the proof of proposition
4. Case 2,1 ≤ n ≤ ñ − 2: The possible values of(ln, ln+1)
are {(L,L), (L,L − 1), (L − 1, L), (L − 1, L − 1)} which
results in l′n = ln+1 and (l′1, . . . , l

′
ñ−2) = (l2, . . . , lñ−1)

where the proof is very similar to that of proposition 4. For
example, for(ln, ln+1) = (L− 1, L), the link Rn-Rn+1 is not
available while the link Rn−1-Rn is available implying that
ln will increase by 1:l′n = ln +1 = L = ln+1. Now consider
the values(ln, ln+1) and their image values with respect to
the bottleneck hop̃n (lm, lm+1) wheren+m+ 1 = 2ñ− 1.
From (49) , lm = l∗n+1 and lm+1 = l∗n. Now, from case 1,
l′m+1 = lm = l∗n+1 = (l′n)

∗ where the last equality follows
from case 2. Therefore, the structure of the states described in
(49) is respected by(l′1, . . . , l

′
Nr

) at this level (i.e. excluding
l′ñ−1 and l′ñ). Case 3,n = ñ − 1: The possible values of
(lñ−1, lñ) are(L, 0) and(L−1, 1). Now, (L, 0) → (L, 0) and
(L − 1, 1) → (L, 0) with probability pñ where theñ-th hop
is unavailable. In the first case, the hopsñ − 1, ñ and ñ+ 1
are unavailable implying that the buffer sizes will remain
unchanged. In the second case, the hopsñ− 1 and ñ+ 1 are
available while the hop̃n is unavailable implying that the
buffer size at R̃n−1 will increase by 1 while the buffer size
at R̃n will decrease by 1. Similarly,(L, 0) → (L − 1, 1) and
(L − 1, 1) → (L − 1, 1) with probability 1 − pñ completing
the proof.

It can be observed that the transition probabilities associated
with (l1, . . . , lNr

) in (50) are the same as the transition proba-
bilities associated with(lñ, . . . , lNr

) in (43) in an(Nr−ñ+1)-
relay system. In fact, the first̃n − 1 values of the state
(l1, . . . , lNr

) in (49) are redundant in the sense that they
can be determined from thẽn − 1 buffer sizes following the
bottleneck link. Therefore, the valuesl1, . . . , lñ−1 just affect
the naming of the state without affecting the values of the
incoming and outgoing probabilities to and from this state
implying that the corresponding Markov chains are equivalent.
Consequently,π(Nr ,ñ)

(l1,...,lNr )
= π

(Nr−ñ+1,1)
(lñ,...,lNr )

which, following
from (48), results in the expression given in (34) since only
the valueslñ, . . . , lNr

can be zero.
On the other hand, the proof in the casẽn =

Nr + 1 is very similar to the caseñ = 1 where
it can be proven thatt(l1,...,lNr ),(l2,...,lNr ,L) = pñ and
t(l1,...,lNr ),(l2,...,lNr ,L−1) = 1−pñ with the direct consequence
that the states(L, l2, . . . , lNr

) and (L−1, l2, . . . , lNr
) can be

lumped together. In this case, an inverse recursion similarto
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the direct recursion provided in (48) will show that the steady-
state distribution in the casẽn = Nr+1 is similar to that in the
caseñ = 1 by considering the components ofl that are equal
to L rather than0. Finally, the caseNr +1− ñ ≤ ñ− 1 with
ñ 6= Nr+1 can be handled by ignoring theNr−ñ+1 elements
lñ, . . . , lNr

(that can be computed froml2ñ−Nr−1, . . . , lñ−1)
in a way similar to the analysis presented in proposition 5:

π
(Nr,ñ)
(l1,...,lNr )

= π
(ñ−1,ñ)
(l1,...,lñ−1)

= I′ñ−1π
(ñ−2,ñ−1)
(l1,...,lñ−2)

= · · · , (51)

whereI′l , pñ if l = L andI′l , 1− pñ if l = L− 1.
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