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Abstract—In this paper, we consider the problem of space-
time (ST) coding for the noncoherent ultra-wideband (UWB)
systems with pulse position modulation (PPM). In particula,
we propose the first known family of ST codes that lends itself
to optimal decoding with energy detectors. Energy detectio
avoids the sampling of the received signal where the sampln
rates can be prohibitively high and escapes from the challaging
task of estimating the dense multi-path UWB channel. In the
absence of design criteria that are adapted to the problem wter
consideration, we derive two novel design criteria and propse the
novel construction accordingly. The proposed code is basexblely
on permutations and hence it does not introduce any consteition
expansion on the totally-real and unipolar PPM signal set. h
other words, the components of the constructed codewords ar
limited to either zero or one indicating the absence or presece of
an UWB pulse in the corresponding PPM slot, respectively. Ta
above characteristics result in a remarked simplicity of tre ST
encoder/decoder making it an appealing solution to low-casand
low-power UWB systems. For a system equipped with transmit
antennas, we prove that the proposed code is capable of achiieg
a full transmit diversity order with M -PPM constellations for
M > n + 1 while transmitting at the rate of Llog, (=) bits
per channel use.

Index Terms—Ultra-Wideband (UWB), pulse position modu-
lation (PPM), space-time, noncoherent, energy detection.

I. INTRODUCTION AND PROBLEM FORMULATION

receivers were proposed as appealing cost-effective amd lo
power consumption alternatives. Communications over the
noncoherent UWB channel can be realized with transmitted
reference and differential schemes or with noncoherent en-
ergy detection receivers [3], [4]. The analysis and desifyn o
noncoherent UWB systems that are based on energy detection
are well documented in the literature [5]-[9]. These system
are associated witti/-ary pulse position modulation (PPM)
where an UWB pulse is transmitted in one slot among the
M available time slots. In this context, an energy detector
collects the energies in the different time slots and decide
favor of the slot containing the maximum amount of energy
[5]. The data rates that can be achieved by these systems were
evaluated in [6] while robust and enhanced energy detection
receivers that are capable of mitigating the noise effeeiew
proposed and analyzed in [7]-[9].

On the other hand, information theoretic studies related to
narrowband communications over Rayleigh channels showed
that significant capacity gains can be achieved by multiple-
input-multiple-output (MIMO) systems even when the CSlI is
not available to the transmitter and the receiver [10]. Fer t
noncoherent narrowband MIMO channel, a popular strategy
is to use unitary differential modulation [11], [12]. In the
narrowband context, the literature on differential sptce

Recently, ultra-wideband (UWB) communications attracte&T) coding is huge and dates back to more than a decade
significant attention as a competitive technology for short11]-[17]. The various proposed codes include Cayley upita
range low-power wireless applications. Traditionally, BW ST codes [13], codes based on cyclic division algebras [14],
systems can be implemented with either coherent receivassdes optimized for given numbers of transmit antennas and
where the channel state information (CSI) is available edtes [15], [16] and non-orthogonal codes with non-unitary
the receiver side, or with noncoherent receivers where tbenstellations [17].
detection can be performed in the absence of CSI. CoherenRecently, there was a growing interest in applying the ST
UWB detection is based mainly on the conventional RAKEoding techniques on impulse-radio (IR) UWB communica-
receivers where the arriving multi-path components are rgens. The design of totally-real coherent ST codes that are
solved and combined. However, given the very large numbwilored for UWB was addressed in [18]-[20]. On the other
of multi-path components that follow from the high frequenc hand, the problem of noncoherent ST coding with UWB
selectivity of the UWB channels, RAKE receivers havingvas considered in [21]-[27]. In particular, Alamouti-bdse
large number of fingers need to be implemented in ordg@s8] differential ST coding was considered in [21] for PPM
to capture a considerable portion of the signal energy thasnstellations. In [22], a family of unitary and differedti
rendering the channel estimation a challenging task [1], [ST codes was proposed fdv/-PPM with any number of
Moreover, typical signal processing involves samplingeasst transmit antennas. [23], [24] proposed a differential sohe
at the Nyquist rate which is in the order of several GHfor IR-UWB with two transmit antennas and autocorrelation
for UWB signals. For the above reasons, the complexity eéceivers. This scheme was associated with decision-&&db
coherent UWB receivers can be prohibitive and noncoherefdtection and sphere decoding in [25] and [26] in order to
achieve improved performance levels and reduced decoding
complexities, respectively. Finally, in [27], the pulsepee
titions in time-hopping (TH) UWB systems were exploited
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for decoupling the data streams received from the differemtpansion on the PPM signal set. In other words, as in single-
antennas in a simple and efficient way. antenna systems, each antenna transmits only one unipolar

In this paper, we present a systematic method for copulse in one of thelM available PPM slots; moreover, the
structing noncoherent ST codes that are suitable for IR-UWRIIses transmitted by the different antennas all have theesa
with PPM and energy detection. The proposed constructiamplitude. This is an interesting feature that renders the
possesses a large number of appealing features as followscomplexity of the MIMO transmitter comparable to that of

- It is the first known noncoherent scheme that can Isingle-antenna transmitters where it is complicated tarobn
applied with analog energy detectors and for which the ethe amplitude and phase of the very low duty-cycle sub-
coding/decoding is performed in a block-by-block basis. Weanosecond UWB pulses. While the unipolarity constraint is
will next shed more light on this property. The conventionakspected by the UWB coherent code in [19] and the UWB
baseband input-output relation of a MIMO channel can hfferential code in [22], the UWB ST codes in [18], [20],
written as: Yy = HX; + N; wheret indexes the block [21], [23]-[27] are not unipolar. More specifically, whilag
channel use whileH, Y; and X; stand for the channel, proposed scheme transmits pulses that have the same ampli-
decision and transmitted matrices, respectively. Thetiagis tude, four amplitude levels are compelled by the differ@nti
coherent ST codes are based on deco&pgollowing from code structure in [21] while the differential codes in [2[26]
the knowledge ofY; and the channel matriFl whether in entail the transmission of bipolar pulses where the angidisu
the context of narrowband or UWB communications (as iof some of the transmitted pulses need to be inverted (for
[18]-[20]). On the other hand, all of the existing noncolmreexample, refer to eq. (1) in [24]). Moreover, the codes in|[20
narrowband ST codes [11]-[17] and noncoherent IR-UWB J23]-[26] are based on amplitude modulation and can not be
codes [21]-[26] encode the data differentiallyXiy andX;_; applied with PPM.
while the receiver comparég; with Y_; for retrieving the ) ) )
value of the transmitted codeword without the knowledge of - 1he ST decoding can be completely realized by linear

H. While [21], [22] require the explicit knowledge of bow operations that are based on additions thus avoiding the
andY;_1, the detection in [23]-[26] is based d¥i;" Y;_1 complex multiplication operations as will be highlighteddr.

([]¥ denotes the Hermitian transpose) where this quantity Carhe above constraints can be relaxed by the high dimen-

be acquired by auto-correlating the signals received in tagynaiity of 1/-PPM signal sets (that aré/-dimensional
consecutive ST blocks. Unlike all the existing noncoherepiiher than two-dimensional as quadrature amplitude modu-
ST codes, the detection associated with the proposed schegg, (QAM) and phase shift keying (PSK)) resulting in an

can be accomplished from the unique knowledgevef’Y explicit code design capable of achieving high performance
whose diagonal elements correspond to the energies of ls. First, we prove through a counter-example that the

signals that fall on the receive antennas in different PRiveti existing rank criterion [29] that was adopted for the design

slots. ) _ ) . of the existing coherent [18]-[20] and noncoherent [11]-
- The detection can be accomplished while bypassing f‘i|7], [21]-[27] ST codes is not appropriate for the problem

forms of involved sampling and analog-to-digital conversi ,nger consideration. In the absence of design criteriaHer t

(ADC)'HI” fact, as indicated above, the detection is basensiryction of noncoherent ST codes with energy detection
on Y. Y (rather thanY{) and, hence, on the energie

Sve propose two convenient design criteria and suggest a

cpllected in .the Qifferent PPM slo_ts rathgr than the_ actughyvel ST construction accordingly. In particular, the prsgd
signals received in these slots. This constitutes an aiealconsiryction takes the structure of the PPM signal set into
feature since the sampling frequencies of the GHz UWE,ngideration and it is based on associating permutatised
signals are prohibitively high. This feature is shared viitt g1 codewords that have a layered structure with a convenient
differential UWB solutions in [23]-[26] where the autocoryninglar constellation that is carved from the multidimiensl
relation receivers can be implemented in the analog domaibn constellation.
while the differential narrowband codes in [11]-[17] an& th
differential UWB codes in [21], [22] require the knowledge The above features render the proposed scheme an ap-
of the amplitudes and phases of the samples of the receiygdpriate low-cost solution for MIMO UWB systems. The
signal. advantages of the proposed solution compared to the axistin
- The proposed code can be applied with an arbitranoncoherent UWB ST codes in [21]-[27] can be summarized
number of transmit antennas unlike [21], [23]-[26] that aras follows. (i): The proposed code is the first known noncoher
limited to two transmit antennas. ent scheme that can be applied with analog energy detectors.
- As all of the existing UWB coherent and noncohererti): Unlike [21], [22], nho ADC is required. (iii): Unlike
codes [18]-[27], the proposed code is totally-real and isth[21], [23]-[27], the proposed scheme can be applied with any
suitable for real-valued carrier-less UWB transmissiohgre number of transmit antennas. (iv): Unlike [21], [23]-[2e
it is difficult to control the phases of the sub-nanosecondBJWproposed code is unipolar and shape-preserving with PPM.
pulses. In this context, it is worth noting that the narromtba (v): Unlike [23]—-[26] that transmit at the fixed rate of 1 biéip
noncoherent ST codes [11]-[17] are all complex-valuedgtaschannel use (bpcu), the proposed scheme transmits at the rat
on phase rotations). of Llog, (*~') bpcu with M/-PPM andn transmit antennas.
- In addition to being totally-real, the proposed ST code (i): Unlike [27], the proposed scheme can be applied in the
shape-preserving and it does not introduce any constallatabsence of TH sequences.



Il. SYSTEM MODEL PPM time slots. This constitutes a low-complexity receiver

Consider al/-ary PPM constellation. A symbol of thi%/- that does not require any CSI neither at the transmitter nhor a
dimensional constellation may be represented by a vedtenta the receiver sides. We denote by, the energy integrated

from the following set: within the m-th position of thej-th symbol duration formn =
1,...,M andj = 1,...,J. This energy captured by th@
Cepm = {em ; m=1,..., M}, (1) receive antennas is given by:
wheree,, stands for then-th column of theM x M identity Q .1
matrix Ing. Tjm = Z/ [rg (t = (j — V)T — (m — 1)8)]°dt, (4)
Consider a single-user MIMO-TH-UWB system where the a=1"0

transmitter and the receiver are equipped withand @
antennas respectively. For ST codes that extend $wymbol
durations, the signal transmitted from theh antenna can be
written as:

where T; stands for the duration of the integration window.

Note that the energy of the multi-path components decays

exponentially with their corresponding arrival times in shof

the widely approved UWB channel models [30]. Consequently,
\/E75 gL G) . a compromise is often made on the choic&pivhere its value

sp(t) = P Z Z apmw(t=(=DTs=(m=1)9), 2) s estricted not to take very large values since at the fail o

_ _ _ the channel impulse response the integrated noise enegiy mi

where ag) 4 [a;ﬁ, el a;%]T € Cppw is composed of exceed the signal energy [8].

M — 1 zero components and one component that is equal toThe decision at the output of the decoder is based uniquely

1 corresponding to the position of the UWB pulse transmittezh the M/ .J-dimensional decision vecter whose((j —1)M +

from the p-th antenna during thg-th symbol duration. In this m)-th component is equal te; ,,, (the energy collected in the

case, the ST codeword can be represented Byax J matrix m-th PPM slot of thej-th symbol) given in (4) form =

C whose((p—1)M +m, j)-th component is equal tmE]Zn for 1,...,Mandj=1,...,J:

p=1,....,P,m=1,....Mandj=1,...,J. In (2), w(t) T

is the pulse waveform of duratidfi, normalized to have unit * ~ [win o wm e rra o @ ], (8)

enel’gy,é is the modulation delay anﬂs = M3/ is the Symb0| WhereAT stands for the transpose of matix

duration. E; stands for the average energy per transmitted

symbol and the normalizing facto% is introduced in order

to have the same total transmitted energy as in the case of ) o
single-antenna systems. In what follows, we set» = P and we consider minimal-

A filtering operation is essential for the noncoherent saherfielay ST codes for whicll = n. The noncoherent scheme is
in order to limit the noise bandwidth and remove the out-oRaseéd on the coherent shape-preserving PPM code proposed
band interference. After bandpass filtering, the filteredgreed N [19] where, for M-dimensional PPM constellations, the

j=1m=1

IIl. ENCODER AND DECODERSTRUCTURE

signal at theg-th antenna can be written as: structure for the(PM x J)-dimensional codewords is given

P J M ) by
rg(®) =YY Y afhhap(t—(G=1)Ta(m=1)0)+n,(t), sios2 o s

p=1j=1m=1 . .

G c) = Qsn 51 D s=[s:7 - saT]7,
where ny(t) is the filtered additive white Gaussian noise S
(AWGN) at the g-th antenna with zero mean, single-sided 2
Qs -+ s, s1

power spectral densityVy and single-sided bandwidth/. (6)

For notational simplicity, the multiplying factor\/% was wheresy,...,sn € Cppm given in (1) are the(M x 1)-

removed from (2) since this term can be included in thdimensional vector representations of the informationtsyis

expression of the noise variance. In this case, the variarfeds a M x M cyclic permutation matrix given by:

of the noise term in (3) is equal tgg—s“. Finally, kg p(t) = 0 1

w(t) * g,p(t) Where x stands for convolution and,_,(t) Q= 1IX(M*1) 0 , @)

stands for the filtered impulse response of the frequency- M=1 (M-1)x1

selective channel between theth transmit antenna and thewhere0y, xy, is the all-zerom x n matrix.

g-th receive antenna. For simplicity, the bandpass filtehat t In the context of coherent communicationss Cppy Where

receiver front-end is assumed to be ideal with a singleesidthere are no constraints on the selection of the symbols from

bandwidthiV. We denote by" the maximum delay spread ofthe M-PPM signal set. In what follows, we will prove that

the UWB channel I{ > T,,). In what follows, we assume the codewords in (6) are not suitable for noncoherent erergy

that the MIMO-TH system is operating in the absence dfased detection far € Cgpy,. We will also prove that whesis

Inter-Pulse-Interference (IP1). The IPI, that resultsnfrthe bound to take values within a subgeof Cgp), then it would

interference between different PPM slots, can be elimthatbe possible to achieve a full diversity order. To summarize,

by settingd > I'+T,. the difference between the coherent and noncoherent saenar
The noncoherent receiver corresponds to a simple energgides in the choice of the s@tand in the relation that needs

detector that collects the energy received within the ifié to be satisfied betweel/ andn for achieving full diversity.
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The setC that will be associated with the codewords in (6)
in the case of noncoherent energy detection has the foltpwin osf
structure:

C:{s|s:[em1T emnT]T; my <mg <---<mpy
;s ma,...,my €4{2,...,M}}. (8)

In other words, the PPM positions:y, ..., m, of the
transmitted symbolsy,...,s, in (6) are limited to taken
distinct increasing values in the s€2,..., M}. In Section ol
IV, we justify this particular choice of the sét

The interest in maintaining the codeword structure given in
(6) stems from the much desired property that this code is o1l : . . . .
shape-preserving with PPM sind®s; € Cppm given in (1) Number of moduaton posiions (M)
whenevers; € Cppym. In other words, the considered ST cod
does not introduce any constellation expansion on ther@igi
uncoded signal set. One can also identify the threadedstaic
of the codewords where encoded versions;are transmitted
on the (i — 1)-th upper diagonal an@n — (i — 1))-th lower where the decision vectat is given in (5) while® is the
diagonal. In this context, the multiplication of the elertsennM x nM matrix given by:
of the lower triangular part ofC (s) by Q resembles the
multiplication by a non-norm element in the case of algebrai
codes (for example [18]) and is introduced to meet the rank
criterion [29].

Multiplying by the matrix€2 in (7) defines a closed transfor- ® = . .
mation overCppy WhereQe, = emyq form=1,...,M—1 :T B 'T' Int
andQep; = e;. In this context, (6) and (7) are adapted to the Q@ - O Iv
structure of the PPM constellation where performing cyclic
permutations, rather than multiplying by scalars or otlemfs

of unitary matrices, restrains the encoded symbols to lgelon The decoding rule in (10) is analogous to the ML decision
y ' y rule adopted in SISO noncoherent UWB systems deploying

to Cppm. In other words, as in PPM single-antenna system . ;
exactly one unipolar UWB pulse is transmitted per symbo -PPM [5] by observing that the transmitted UWB pulses

duration where no pulse combining/splitting, polarityénsion occupy the positions determined by the nonzero components

T
or amplitude scaling need to be performed thus keeping t%the vectors” @.

complexity of the MIMO transmitter at its minimum. In fact, Note that the components sfand® can be equal to either
performing any of the above operations will considerab§ or 1. Consequently, the evaluation of the matrix product

increase the transceivers’ complexity given the very lowyeu s* ®x in (10) corresponds to determining the summation of
cycle of the UWB pulses. different combinations of elements of Consequently, the

From (8), the cardinality ofC is equal to (Mn—l)_ implementation of (10) at the receiver does not require any

Since the proposed ST code extends over= n sym- Multiplication operations. This significantly simplifielset ST

bol durations, then this code transmits at the data rate @¥coding process that can be completely realized with adder
Ruyivo = %10g2 (M1:1) bpcu while the Single-Input-Single- Evidently, despite the adv_antageous .decodln.g comple>f|ty 0
Output (SISO) systems transmit at the rate Bf;so = the proposed scheme, this complexity remains higher than
log, M bpcu. Consequently, the normalized data rate of tfi@at of the orthogonal ST block codes (OSTBCs) [28]. How-

proposed scheme with respect to single-antenna system&Mgr, OSTBCs require inverting the polarity of some of the
given by: transmitted pulses and are, hence, not shape-preservithg wi

B 1 M-1 9 PPM. Moreover, OSTBCs are not suitable for energy detection
~ nlogy, M 082 n ) ©) where the imposed polarity inversion will be eradicated by

Evidently, R < 1 and the proposed ST code results in a datdiS type of detection. The polarity inversion in OSTBCs is
rate reduction compared to single-antenna systems. Mergo¢ucial for respecting the rank criterion and achievingl ful
the implementation of the ST code is possible only\f > diversity a_nd its suppression by energy detectors_ will ltésu
n+ 1. Finally, note that the proposed code is better suited figduced diversity orders. On the other hand, unlike OSTBCs,

M-ary PPM with large values ol since R increases with the proposed code can be applied with an arbitrary number
M for a given value ofr as shown in Fig. 1. of transmit antennas which constitutes an overwhelming ad-

On the other hand, the Maximum-Likelihood (ML) detecvantage where the presented construction framework neets t
tion associated with (6) corresponds to deciding in favor &hallenging constraint of being generic. Finally, in theerce
the information vectog = 7 --- 8217 such that [5]: of CSI, OSTBCs are based on the conventional differential

R T " encoding/decoding approach while the proposed scheme can
S = arginax [s" ®x] (10) pe applied on a block-by-block basis.

06

05

Normalized rate (R)

0.4r

0.2

|e-ig. 1. The normalized rate in (9).
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IV. DESIGNCRITERIA AND DIVERSITY ORDER 3
A. Preliminaries and Motivating Example

In order to offer more insights on the choice of the Gen
(8), we next consider the special casenof= 2 and M = 4.
In this case, (8) can be written as:

SEP

CA2CP = sV =[ex” es”]"; 107 4
|
S(2) — [ezT e4T]T : S(3) _ [e3T e4T]T}’ (12)
Consider also the following sets carved frdigp,,: ) 7:%:%,0(,"5‘9‘.&.0"%1
© 2x1, constellation Csuh 2
Cs(ile = C(Q) U {5(4) = [elT eZT]T} ; (13) w5 = 10 - B 2 2 0 ¥*
SNR per bit (dB)
Cs(ik)m =CPUu{s® =[e," es]"}. (14)

. o Fig. 2. Performance of the code in (6) with the constellaticf®), Cs(jl)ll

In [19] it was .proven t_hat' for all values af, ,aSS,OCIatIng and % given in (12)-(14). Simulations are performed with 4-PPMdan
the codewords in (6) with the s&@p, (of cardinality M?) 7, — %%
results in a full diversity order in the sense of satisfying
the rank criterion [29] adopted for the construction of the
existing coherent [18]-[20] and noncoherent [11]-[17] ST - )
codes. More specifically, the unitary differential codeiges €Nergy decodability, at most one transmit antenna can be
in [L1]-[17] is based on maximizing the diversity producPulsed during each PPM time slot.
%miHC(s);eC(s/) | det (C(s) — C(s')) |%, In this case, full di-  This criterion is intuitive and imposed by the structure of
versity is achieved if the difference between any two cod#ie receiver that is based on energy detection. In fact, the
words associated with non-identical pairs of element§Zf, signals transmitted simultaneously by two or more transmit
has a full rank (of two); that isdet (C(s) — C(s’)) # 0 for antennas within the same PPM slot add up incoherently at the
C (s) # C(s'). Since the rank criterion is satisfied with theeceiver. In this case, the energy integrated within thag sl
setC3py, then it is also satisfied with the sat&?), céﬁal and might be small even in the case where the magnitudes of the
c® corresponding channel coefficients are large. In the poesen

that are subsets af3.,,. In other words, according to
suh2 PPM ! ; ; ; ;
the rank criterion [29], the three constructions obtainesf of noise, the energy collected during this PPM slot might be

associating (6) withC(?), Céﬁél and Céﬁég are all expected smaller than_the energy integrate_d dgring the other sl_bgst (t
to be fully diverse. However, these constructions exhibityv do not C(_)ntaln any s!gnals) resgltlng In erroneous decisin
divergent performance trends as shown in Fig. 27fpe 2.5 the receiver even with low fading. Moreover, given that the
ns (details on the simulation setup are provided in secti ﬂcf've'f Its tf>as:ed ton ene{gy ;:ietec'uon, the tpglszs tt_ransmrlltt
V). In particular, the construction WitﬁéﬁéQ manifests a per- y o Interiering fransmit antennas can not be dis Inged >

at the receiver side. For instance, for the example provided

formance with error floors while the construction W'rtﬁﬁgl in subsection IV-A, the constructions with® and Cézt)n

does not enhance the diversity order where the correspgndin . terion 1 while th , w2 d
error curve is parallel to that of single-antenna systems f%at'Sfy .crlterlqn - whiie t € c.onstrucnon W'.t supz UO€S
large values of the signal-to-naise ratio (SNR). In thistea not satisfy this criterion since interference will occur time
only the construction associated wig?) benefits from an first PPM slot of the first symbol duration when the symbol

. . (5) j i i i
enhanced diversity ordér The above example shows that th& in (14) is transmitted since the codeword takes the value

famous rank criterion is not suitable for noncoherent STeco€([e1” e4T]T) = El 24 } in this case.
design under the energy detectability constraint. Lo
In what follows, we adopt the conventional approach oi Note that the existing noncoherent ST codes [11}-{14]

constructing ST codes for asymptotic values of the SNR [11 lo not necessarily satisfy criterion 1 since these codes are

[17]. In the absence of any design criterion for noncohere ?S|gned to be associated with receivers capable of recon-

ST codes with energy detection and PPM, we adopt the W tuting the amplitudes and phases of the received signals

following criteria for the selection of the sétto be associated while this kind of mfprmatlon IS UOF avallable at the ogtmit
with the codewords in (6). energy detectors. Finally, associating these codes witinggn

detectors will result in a performance similar to that of the
construction WithCS(ﬁk)12 in Fig. 2.

B. Criterion 1 Proposition 1: The proposed scheme, obtained from asso-

Criterion 1 [Interference Avoidance]in order to avoid ciating the codewords in (6) with the sétin (8), satisfies
interference between the transmit antennas and ensureapticriterion 1.

INote that the asymptotic error probability of fully-diver® x @ MIMO Proof:TIn what ;OEOWS an (;Iemem OfTC%NI” be ertter_w
n |t =lem’ - em,’ ] . From (6), it

\"FPQ ass=[s;' ---s
systems over the IEEE 802.15.3a channel model does notas % . .
as over Rayleigh channels (interested readers are refeorédi] and the T0llOWS that the interference between thetransmit antennas

references therein). can be eliminated over thd symbol durations if theM -



dimensional vectors; , . . ., s, satisfy the following relations: 1. In this casep®™ is a zero-mean Gaussian random vector
o o whose autocorrelation matrix is given by:
Si#Sj ; l,]zl,...,n;l#j, (15)

Qsi#£s; ; i=2,...n;j=1,....i—1.  (16) R,,@,,):E[n(w)[n(sn)]ﬂ PNO

d|ag(Co( )h)

It is evident that the elements Gfgiven in (8) satisfy (15)
since the modulation positions, , . . . , m,, are distinct. On the
other hand, the vectd2s; in (16) can be written asf2s; =
e(m;) Wherer(.) stands for the cyclic permutation of order
1 given by:

(Co(s)h), (22)

where H.] stands for the averaging operator while diag

s a diagonal matrix whose main diagonal is equal to the
vector x. The diagonal elements &, can be equal to
zero indicating that the corresponding signal-crossentésm

is zero (due to the absence of the signal).

m(k) = (k mod M)+ 1. 17)

For m; < M wherei € {2,...,n}, ﬂ'(ml) =m; +1

implying that 7(m;) > m; > m; for j = 1,. 1 In the same way, n™®™ in (18) is the noise—
where the last inequality follows from (8). Consequentlfross) nmse(nx)ector EQS} can be written ag™ =
m(m;) # m; and Qs; = e;(m,) # em; = s; implying that g e g ] where:

(16) is satisfied in this case. On the other hand, from (8),

only m,, can be equal ta\/. In 'Fhis casen(m,) = 1 and, n§""’ Z/ 2(t — (j — )T, — (m — 1)8)dt.  (23)
consequentlysr(m,) # m; for j = 1,...,n — 1 and (16) o

is satisfied sincen; € {2,..., M} for all values ofj. As a

conclusion, elements af satisfy (15) and (16) implying that ~While 7™ is Gaussiany; ™™ is not Gaussian. However,

the proposed scheme satisfies criterion 1. m if the time-bandwidth productl;WW is large enough, the
term in (23) can be approximated as Gaussian with variance
C. Asymptotic Pairwise Error Probability QT:W {NOP} [3], [3], [9], [32]. In this case, the components

For ST codes satisfying criterion 1 and in the absence 8f the aggregate noise vectgr= 7" + (™™ are uncorre-
IPI, the decision vectox in (5) can be written as: lated Gaussian random variables with autocorrelationimatr

No . T,W P2N@
x = Co(s)h + &™) + nm), (18) R, =E[m"] = Y diag(Co (s)h) + QTIWVI NG y
~——— s s
2, (24)
h s th di ional . b From (10) and (18), the decision metric associated with a
where h is_the P-dimensional vector given byh candidate vectas' = [s;” --- s,,"]7 € C when the codeword
[hi --- hp]" where the scalah, stands for the energyc( ) is transmitted can be written as:
captured by thé) receive antennas When only theh transmit
antenna is pulsed: s'Tdx =T ®Co(s)h +s"" ®n. (25)
—————
Ld(s—s’)

= p=1,..., P, (29) N N o
o Z/ o Proposition 2: For large SNR, the conditional pairwise
) _ ) ) o ~ symbol error probability (SEP) of associating (6) with a set
while Cq(s) is the (nM x n)-dimensional matrix given by: - can pe written COTNE T S wrec (s Peln(s =

st Qsp, - Qso s’) where the probability of ?ransmitting the codewotts)

and deciding in favor ofC(s’) is given by:
T .. T]T.

an / \/ ES
s—s)= d(s —s) —d(s — s')|x
pem(s = %) Q( s ldls = 5) —d(s = )
(20) . /

In (18), »™ is the JM-dimensional noise vector 1 QT,WPNy >y [dp(s — 8) — dp(s — §)]
that can be written under the followmg formg(S“) = 2F, dis —s)—d(s — &) ’
[77;5;‘), . ,nf") e ngsf), . ,n%) where 77( is the (26)
S|gnal cross-noise term collected in theth PPM slot of the

j-th symbol duration:

where for all values of ands’ satisfying criterion 1(s —
s') = s'"®Cy(s)h which stands for the signal-part of the
decision variable in (25) can be written under the following

Mo —22/ l Y aihhal(t )1 x form:
P

n(t = (G- DT = =09 @D g oy = (s — ),

where the summatioﬁjf:l a,(,fznhqyp(t) is either zero or con- P=t

tains only one nonzero term for ST codes satisfying criterio | dp(s =) €{0,.... T} forp=1,....P. (27)



TABLE |
THE VALUES OF d(s — s’) FOR THE CONSTRUCTIONS WITI-Céi?B’l = {sM),s) s(3) s} anD €2 = {s(1) s(2) s(3)}

s/ =s@ s’ =s(2 s’ =s(3 s’ =s®
s =s(1) 2h1 + 2h2 h1 + ho h1 ho
s=s® | hi+hs  2h1+2ho  hi+ho 2hs
s =s®) ho h1 + ho 2h1 + 2h2 h1 + he
s =s4) h1 2h1 h1+ ho 2h1 + 2h2

In this cased(s — s) = JZ _, hy implying thatd,(s — which when integrated over the probability density funetio
s) = J = nVp c {1 .,P}. In (26), Q( ) = (pdf) p(hy) 2 of h, results in:
\/_ [Fe = > dt is the Q- function

Proof The proof is provided in Appendix A. The proof

follows from an asymptotic analysis at high SNR based on the(swm) 1 [T%° _ Eslhp—QT;WPNy/Es
Gaussian approximation of the noise vecfor N Es/No) = 3 /0 e o p(hy)dhy,.
As shown in Appendix A, the integet,(s — s’) in (27) (31)

can be written asd,(s — s') = ijl d, (s — s’) where
dpj(s — s’) € {0,1}. Interpreting this result, the relation
dy (s — s') =1 (resp.dp j(s — s’) = 0) means that the
energy of the pulse transmitted by theh antenna in thg-th
symbol duration is included (resp. not includedyiifs — s’).
Consequentlyd, (s — s’) stands for the number of pulses

Given thath; ..., hp are identically distributed then, inde-
pendently from their specific distribution, from (29) andL.)3
the average pairwise SEP can be written as:

transmitted by thep-th antenna whose energies are included b (s = §) & 2P H (SIMO) . dy(s — )
in d(s — s’). Note that the smaller the value éfs — s’), the be Pe n '
less probable it is to decide in favor ef when the codeword (32)

C(s) is transmitted. For instance, for the example provided in
subsection IV-A, the metricd(s — s’) associated with the set
Cs(f,k)n in (13) are reported in Table I. The metrics associated Criterion 2 [Fully Diversity with Energy Detection]For

with C? in (12) can be obtained from the first three rows angPdewords having the structure in (6) where the symbols are

The second design criterion is inferred from (32) as follows

first three columns of this table. carved from a sef, full transmit diversity can be achieved if
for every elemens in C there is no other element # s in
D. Criterion 2 C verifying the relationd,, (s — s’) = n for any value ofp in
Using the relationQ(z) < % JT, (26) can be upper- {L,...., P}
bounded by: In fact, when the above criterion is satisfied, the term
1- M in (32) will be different from zero for all values

Pen(s —8') < %exp (—45}8\] [[d(s —»s)—d(s—s)] ofpe {1 ,P}, s € C ands’ € C\{s}. Consequently,
0 (32) can be Written as the product of the error probabilities
QT;W PNy

E;s

P all the P SIMO channels that constitute the MIMO channel

!

dp(s —s) —dp(s —'s ”]) . (28) implying that there will be aP-fold decrease in the error

o robability showing that the ST code will achieve the entire
where the above bound is tight for large values of the SNRnsmit diversity order of. On the other hand, if criterion
& and where the relatiofll +¢)° ~ 1 +zc was applied for 5 is 11t satisfied, then at least one teim- da(s—5) iy
e < 1. From (27), the last equation can be written under tht?e equal to zero implying that there will be atnmaximum a
following from: (P —1)-fold decrease in the SEP implying that the system did
not exploit the full transmit diversity order.

€11

Pe|h(5 —s') <

ilz“u

As an example, for the constructions W'(i?handcs(igl that
, both satisfy criterion 1, Table | shows that the constructio
exp (_ Eyn — dp(s s')][hp — QTz‘WPNO/Es]) . (29) with C satisfies criterion 2 while the construction Wity
4PNo does not satisfy this criterion sinag (s — s(2)) = 2
Similar to (26) and (29), the conditional pairwise SEP oind d,(s(?) — s(*)) = 2. This justifies the difference in the
a Single-Input-Multiple-Output (SIMO) system composed ddchieved diversity orders as was reported in Fig. 2. In fact,
the p-th transmit antenna and th@ receive antennas can befrom Table | and (32), the average pairwise SEPs of these
written as:

E.h QT;W PN,
(SIMO) __ sltp . i 0
Pen, Q( 2N, [1 2E,h, D

1
2

2An exact expression op(hp) over the IEEE 802.15.3a channel model

1 Eq [hp - QTZ-WPNO/ES] is not available and various approximations were proposethe literature
< —exp | — s (30) (interested readers are referred to [31] and the referethessin). However,
2 4No this does not affect the presented analysis that holds fodistributionp(hp).



constructions are: f() can only correspond to the identity mappifig) = ¢ for
o [ > 2 1€ {1,...,n}. The proof is provided in Appendix C. =
pl© 4{ (SIMO) (—S)] As a conclusion, associating the codewords in (6) with
2No the constellation in (8) permits to satisfy criteria 1 and 2

3

€

4 9,(SIMO) Es (SIMO) % (33) thus ensurin_g thg possibilit)_/ of noncoherent detection thed
Pe 2Ny Pe No /|’ enhanced diversity order with energy detectors.
) 2 6 | ,EMO) B, \1?
pe 1|0 |Pe 2N, V. SIMULATIONS AND RESULTS

L 4p(SMO) By L(SMO) Es N 2}p(sw|0) Es Simulations are pe_rformed over the IEEE 802.15.3a channel
e 9N, ) Fe No ole YYAR model recommendapon CM2 [30] where the) sub-chanrjels
between the transmit and receive arrays are generatedendep

dently. A Gaussian pulse with a duration 6f, = 0.5 ns is

Evidently, (33) reflects a two-fold decrease in the SEP whilgseq. The maximum delay spread of the CM2 channels does
(34) behaves asymptotically a8 (E,/Ny) indicating an ot exceedl — 100 ns: consequently, we fi¥ = 100 ns

asymptotic performance analogous to that of SIMO systems ejiminating IPI. We employ an ideal bandpass filter with

and hence a reduced diversity order as can be verified frgfd — 5 GHz. The presented results show the variation of

Fig. 2. the SEP as a function of the SNR per bit which is equal to
Nolfm for single-antenna systems andjg%%w for the

E. The Proposed Scheme Satisfies Criterion 2 proposed scheme whefgis given in (9). This results in a fair
r(frﬁmparison where the resulting data rate reduction trassla

into a SEP performance loss.

Fig. 3 shows the performance with different number of
transmit antennas in the case where the receiver is equipped
with one antenna. In this figure, we skt = 12 andT; = 2.5
ns. The obtained results show the high performance levels
and the enhanced diversity orders that can be achieved by the
proposed construction for large values of the SNR. Note that
Si = QV(“s’f(i) ;o i=1,...,n, (35) the data rate reduction introduced by the proposed scheme
results in a performance loss for small values of the SNR
where the proposed code is outperformed by single-antenna
systems. In general, the performance degrades as the number
of transmit antennas increases since the normalized rdte

Going back to the general case, we present the followi
proposition that constitutes an important intermediagg st
proving that the proposed scheme satisfies criterion 2.

Proposition 3:If d,(s — s’) = n for a certain value
of p in {1,..., P}, then the component vectors &f =
517, ... sn7)T ands’ = [s,”,...,s."]7 must be related

to each other by the following relation:

where~(i) € {0,£1} for i = 1,...,n and f(.) defines a
one-to-one relation among the elements of the{set.. n}.
Proof: The proof is provided in Appendix B. [ ]

_ i _ T ™T
As an example, fom = 2 with s = [s1” s2'|" and j, (9) decreases with for a fixed value ofM.

s' = [s} sy |7, di(s — ') or dy(s — ') can be equal 0 fjg 4 shows the impact of the integration tinfe on
2 if s is equal to one of the columns of the following matrixie achievable performance levels with 7-PPM. Results show
&, Ot's, s as, 0, Q's, 9's, s that increasing the value d&f; does not always enhance _the
s s Qtls, Qs, Q's, Qs, Q'sh s, performa_nce \_/vhere t_hese_ results accent.uate on the exstenc
, of an optimal integration time beyond which the performance
, 22, 2 -2, ; e degrades adl; increases. This follows from the fact that
S1 0Fsy Osy Q7sp Qsp Qs more noise is integrated wheR increases while the multi-
(36) path components at the tail of the channel impulse response
where for the first seven columns of the above matrix thessume small values. Fig. 4 highlights on the superiorithef
function f(.) in (35) is defined byf(1) = 1 and f(2) = 2 proposed scheme. For example, at a SNR of 27 dB, the best
while for the last seven columns this function is given bperformance that can be achieved by single-antenna systems
f(1) =2 andf(2) = 1 (these are the two possible one-to-onis 3 x 10~°. When the proposed scheme is applied with two
relations over 1, 2}). Going one step further, we will prove intransmit antennas, the best SEP decreasést)~". Results
proposition 4 that only the first column of the matrix in (36also reflect the dependence of the optimal integration time o
constitutes a valid solution that resultsdp(s — s’) = 2 or the different system parameters. For example, at a SNR of 25

g/ / / / —1g/ -1
Q+'s5 S Qs;, s, Q7's; Q7°'s)

da(s — s') = 2. dB, the optimall; decreases from around 23 ns to around 19
We use the result of proposition 3 to reach the followings as the number of transmit antennas increases from one to
main result. two.
Proposition 4: d,(s — s’) = n for a certain value op in Fig. 5 shows the variation of the SEP as a function of the bit
{1,..., P} if and only if s = s’ implying that the proposed rate forn = 2, T; = 3 ns and a varying value df/. For single-
diversity scheme is fully diverse based on criterion 2. antenna systems, the bit rate is equalbitg, (M) /(M) while

Proof: This proposition states that for the proposethis quantity is equal taRlog,(M)/(M6) for the proposed
scheme where (6) is associated with (8)7) in (35) can scheme reflecting the data rate reduction by the fadtor
only be equal to O for all values af in {1,...,n} while given in (9). Evidently, the error rate increases with the bi



10" T T

107 S pA b b mdm = b= A m ko = m b T

——

10°E : : E

SEP

Li-e-=1
: s om O mm =@

. 0066 0-0 0= 0= "> =°

10 | B |

10°E

L ad i i i i i

10

30 35 1 15 2 25 3 35 4
Bit-Rate (Mbits/s)

25
SNR per bit (dB)

Fig. 3. Performance of x 1 TH-UWB systems with 12-PPM anfl; = 2.5  Fig. 5. Performance of the proposed scheme at a SNR of 25 dBIdind
nsforn=1,...,4. 2 receive antennas.

10°

107 E

107E

SEP
SEP

10°E

10"

1, Repetition Code

1, Differential Code
1, Noncoherent Code
3, Repetition Code

3, Differential Code
3, Noncoherent Code
; ; ;

2x.
2%
2x
3x
3x
3x

10°H

L L L L L L L L L it i 1
0 5 10 15 20 25 30 35 40 45 50 10 12 14 16 1 24 26 28 30

8 20 22
Integration Time T, (ns) SNR per bit (dB)

Fig. 4. Performance as a function Bf with 7-PPM. Fig. 6. Comparison between different codes with 10-PPM Ane- 3 ns.

rate since any of these quantities can be compromised for titactically parallel to each other for large values of theRSN
other. Results show the superiority of the proposed schem#hile the repetition code exhibits the poorest performance
especially at smaller bit rates where the SEP can be redus#tte it transmits at the lowest rate, results highlight the
by a factor that is around 100. In this context, it is worthimgt superiority of the proposed noncoherent code with respect
that the SEPs of the proposed scheme increase at a faster padée differential code in [22]. In fact, while both codes
because of the imposed data rate reduction that has as streagsfy the same construction constraints of being fullyerse,
dependance oM. real-valued, PPM shape-preserving and implementableein th
Fig. 6 shows the performance @fx 1 and3 x 3 MIMO absence of CSI, the main differentiating factor resideshi t
systems where we compare different ST codes with 10-PRadhievable rate (besides the different detection pro@sjuin
and T; = 3 ns. For the sake of fairness, the comparisdhis context, the noncoherent code achieves a higher rate th
is carried out between the codes that satisfy the stringenanifests in an improved performance since more informatio
PPM shape-preserving constraint as follows. (i): The psegdo bits are included in each ST block for a given modulation
noncoherent scheme that transmits at the ratg b, (Mp_l) order M while the codes respect equally the remaining design
which is equal t02.585 bpcu and2.131 bpcu for two and constraints. Compared to [22], results show performantesga
three transmit antennas, respectively. (ii): The difféisrST of 1.5 dB and1 dB for 2 x 1 and3 x 3 systems, respectively.
code in [22] that transmits at the rate éﬂogz(MP) which While the assumption of channel independence might over-
is equal t02.161 bpcu for P = 2 and 1.635 bpcu for estimate the performance gains and might not hold in some
P = 3. (iii): The repetition code where the PPM symbolscenarios since it requires large antenna separations, Fig
are transmitted separately by the transmit antennas i 7 shows the applicability of the proposed scheme in real
consecutive symbol durations while the noncoherent energgenarios and highlights the impact of channel correlation
detector decides in favor of the slot with maximum energ¥his figure shows the performance with 8-PPM dhRd= 3
This code transmits at the rate éﬂogz(M) which is equal ns over the space-variant UWB channel model proposed in
to 1.661 bpcu and1.107 bpcu for P = 2 and P = 3, [33]. Simulations are performed over profile 2 that corresjzo
respectively. Results show that all considered codeseeltie to an office NLOS scenario for antenna array separations of
same diversity order where the corresponding SEP curves &rem and 10 cm. Results show the high performance gains
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Replacing equations (20) and (38)-(39) in (37) results in:

P J P
d(s —8') = Z hyp de,j(s —s) 2 Z dp(s — s')hy,
p=1 j=1 p=1

(40)
where:

[23(s)]" 8j-pr1 for p<j<nm
(41)
Following from the interference avoidance conditions in
(15) and (16), the vectaz;(s’) in (39) is equal to the sum of
n distinct columns of the\/ x M identity matrixIng. Given
thatn < M since the code is applied fav/ > n + 1, then
Fig. 7. Performance of 8-PPM over the Kunisch-Pamp profiteeiel [33]. the components ot;(s’) can be equal to either 0 or 1. On
the other hand, given that the vect®?s,,_pj+1 ands;_p4+1
in (41) are PPM vectors haviny/ — 1 zero components and

over this realistc MIMO UWB channel model that takesne component that is equal to 1, thén;(s — ') € {0,1}
spatial correlation into consideration. Despite the faetthe forp=1,..., Pandj=1,...,J. From (40),d,(s — §') =

different channels are correlated, increasing the numberEa’ L dpi(s — ') implying thatd,(s — s') € {0 J}
_ i=1dp, e
transmit antennas always enhances the performance epecimpleting the proof of (27). It is then straightforward to

for large values of the SNR. For example, a performance gajfove thatd, ;(s — s) = 1 for all values ofp andj implying
of 1.75 dB can be observed at0—* when the number of tnat dy(s = s8) =J =nV¥pe {l,..., P} resulting in

transmit antennas increases from 2 to 4 for an array separatgi(s —s8)=n ZP L.
of 10 cm. o

dpj(s — s’) = { [Z.i (S/)]T Qsn_ptj+1 for 1<ji<p

SNR per bit (dB)

We next prove (26) based on the conventional Gaussian
approximation [3], [5], [9], [32]. From (10) and (25), the
VI. CONCLUSION conditional pairwise error probability betweanand s’ can

) ) ) be written as:
We have introduced a novel family of ST codes suited for

noncoherent MIMO-UWB systems with energy detection. \exn(s — s’) = Pr (S’Tq’x > ST<I>X) : (42)
have constructed this family of codes based on a new diyersit

_ T T _ ’
criterion that guided us to the selection of a convenientimul = Pr((s s )®n2ds—s)—ds—s )) ’

dimensional constellation capable of achieving a full dsity (43)
order when associated with the permutation-based codeword = pr([z(s') —z(s)]"n >d(s —s)—d(s — s’)) ,
The proposed scheme satisfies a large number of construction (44)

constraints without sacrificing its simplicity and hence it . .

implementation results in important performance gainbouit whe_re (38) was invoked in (44). , .
inducing considerable complexity on the UWB transceiverzGIVen that each one of the vectasgs’) agldz(s) contains
circuitry. Future work needs to address suboptimal degptiin elements that are equa}I toandn} —n” zero elements,
check whether the ML search can be limited to an appropridfe" (e components of(s’) — z(s) can be equal to 01

subset of the codewords without drastically penalizing tHEnere the number of elements that are equdl is the same
performance. as the number of elements that are equal to Consequently,

the Gaussian noise term(s’) — z(s)|”n has a zero mean.
On the other hand, the variance of the noise term in (44),
APPENDIXA that comprises the sum of uncorrelated Gaussian random

i i _ 2 2 .
We first determine the properties satisfied g — s') in  Variables, can be written as' = oi + o3 where:

25). Replacing the matri@ by its value from (11) implies 2PN _
Ehat)d(s E s') gan be written gs: anime o= E " [a(s") — 2(5))" [diag(Co(s)h)] [z(s") — 2(s)],
(45)
g = /T _ ANEA
forei e BEBR ) WOR BN QWP Ly ) - ato), @9
wherez(s’) is thenM-dimensional vector given by: EX

where the result in (24) was invoked.

T
2(s) =@"s' = [ ()] - [z ], (39) Now (45) can be written as:
wherez; (s'),...,za(s’) areM-dimensional vectors given by: o7 E, , , T
) ) 5o = ([2s) ~ #(s)] o [a(s)) — #(s))" Cols)h,  (47)
Zn (8)) = si + Z Qs, ; n/=1,...,n. (39) where A o B stands for the Hadamard element-wise product

=1 [S— between matricesA and B. As has been proven above,
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elements otz(s’) — z(s) belong to the se{0,+1}. Since an From (40),d,(s — s’) = nif and only if d,1(s — s') =

elementr of this set satisfies? = |z|, then (47) can be written --- = d,, ;(s — s’) = 1. From (39) and (41), the relation
as: dpj(s — s’) = 1 with 1 < j < p implies that one of the
o?E 12(s") — 2(6)” Cafs) [5(5') — #()]" Co(s)h following relations must be verified:

® —z(s") — z(s)|” Co(s)h = |[z(s') — z(s)]? Co(s)h], .
2PNy (48) Jk e {17 s a.]} ; anprerrl = Si{? (53)
where the second equality follows since the elements ghelitl,....n}; Qsnpiji1 = sy = Sn_pjt1 = S
Co(s)h are nonnegative. From (37), the last equation can be (54)
written as: In the same way, the relatiod), ;(s — s') = 1 with p <

2B, ' implies that one of the following relations must hold:

T —ldls =) —d(s = s)| =dls — ) —ds ), T wing Teons me

0 (49) Jk e {1,...,75} ; Sj_p+1 = Sk, (55)
where the second equality follows sindés — s') < d(s — dke{j+1,...,n}; Sj_pt1 = Qs. (56)
s)

Equations (53)-(56) can be summarized in one equation

On the other hand, (46) can be written as: that describes the implication of havinf} ;(s — s') = 1

i _, [0 — [a(s")] a(s)] (50) as follows: _
QLW P2Ng ’ se) = 2"Vsi), (57)
since [z(s')]7z(s’) = [z(s)]Tz(s) = n? since each one where:
of the vectorsz(s’) and z(s) contains exactlyn? nonzero 1, k() <Ji
components that are equal fo On the other hand, from g(j) = n—p+j+1; v(j) £ { 0 ’ k(]') ;] if 1 <j<p,
(20) and (38), the vectom(s) is related to the matrix ’ J ' (58)

Co(s) by z(s) = Co(s)1ln wherel, is the n-dimensional 4.

vector whose components are all equalltoConsequently, . N

[z(s")]Tz(s) = [z(s")]” Co(s)1n. Comparing this relation with g(j) 2 j —p+1; ~v(j) 2 { 0, k() <7 p<j<n.
(37), we observe that the scala(s’)]”z(s) can be obtained L k(7)) >3- (59)

) ) : :
from d(§ - ,S )Tby replacILngh with 1,“ which from (‘_10) We will next prove the following proposition that highlight
results_ m[_z_(s )I7a(s) = 3 )1 dp(s — &'). As a conclusion, the impact of having the two quantitie, ;, (s — s’) and
(50) simplifies to: d, j,(s — s’) being equal to one simultaneously. The impact
of having theJ = n quantities{d, ;(s — s')}_, all equal to
one will follow directly.

U%E? 2 /
oripINg ~ 21T 2 (s =)

p=1 Proposition 5: For a given value op in {1,..., P} and
P for the values ofj; and j, satisfyingl < j; < jo < J,
= 22 [dp(s = s) —dp(s = &')],  (51) dp (s = 8') =dp;,(s — s’) =1if and only if two unique
p=1 elements of{s;}?_, are related to other two unique elements
sinced,(s —s)=nforp=1,...,P. of {s},}7_, by:

H H / —
Finally, (44) /can be written agpn(s — s) = i, :Qoilsg/I s, :Qoilsg; | iy iy, i £, (60)
Q ( Us=sldls—s) ) where@(z) is the Q-function. Replac-

. Voitos _ ~ where, for simplicity of notation2*:*! stands forQ)! for [ =
ing o1 andos by their values from (49) and (51), respectlvelyﬁ)’ +1.
results in: Proof: The proof revolves around showing thatandi,

on one hand, as well @ andi, on the other hand, are unique.
These four integers are related tp and jo by i, = g(jm)
andi!, = k(j,) for m = 1,2 where (57) holds foy; and js.
The following three cases arise.
Case 1: Assume thgt < j» < p. In this case, (58) holds
(52) for both j; and j,. Evidently,i; = g(j1) # g(j2) = i2 Since
J1 # j2. We will next prove thaty = k(j1) # k(j2) = ib
Using the relation(1 +€)" ~ 1 + ne for e < 1, (52) tends py contradiction where we show that the relatign = 4,

pe|h(s - S/) =

=

E, d(s > s)—d(s — ')

2PNy 1 4 QLWPN YL ldp(s—s)—dp(s—s')]
E, d(s—s)—d(s—s’)

Q

asymptotically to (26) for large values of the SNR. implies that the corresponding symbol pair will not belong
to the constellatiorC. The following four cases need to be
APPENDIXB considered depending on the valuesy¢f;) and~(jz).

Proposition 3 implies that wherd,(s — s’) = n, then  Case 1.1x(ji) = 7(j2) = —1. In this casefs;, = sj,
every element of’s; }”_, will be related to a unique elementand2s;, = s;,2 resulting ins;, = s;, since it is assumed that
of {s{,}7_, by the relations; = Q's{, wherel € {0,£1}. In i} = 4. Given thats € C, then the interference avoidance
other words, no two ore more elements of the first set can bendition in (15) implies that the relatiost, = s;, can not
related to a single element of the second set and vice-versald sincei; # i,. Consequently;; can not be equal t&, in



wheres = [s;7,..., s 7|7, 8" = [s}7, ...

this case. Case 1.2(;j1) = v(j2) = Oresulting ins;, =s;, =
1 . . .
is then x nM matrix given by:

s;,2 = si,. Consequently, as in case 1.1, the relagn= s;,
can not hold implying that the assumptign= ¢} is not valid.
Case 1.37(j1) = 0 andv(j2) = —1 resulting in€2s;, = s;,

which is not possible since the proposed constellatiosfeagi [ [z1(s)]”  [z2(s")]" e Zn(s')]"
(16) with iy > i, sincej, > ji. Case 1.47(j1) = —1 and [22(s")]" : [Zn-1(s)]"  [z1(s)]" 2
~v(j2) = 0 resulting inQs;, = s;, which does not violate : : :

any one of the conditions in (15) and (16). However, in thi [ n(é/)]:r [zl(s")]TQ [zn_l('s')]TQ

case,i; must belong to{1, ..., 1} while i, must belong to 63)

{j2 + 1,...,n}. Therefore,ij can not be equal t@, since

J1 < jo. The matrixZ(s’) will be written in an equivalent way that
Case 2: Assume that < j; < jo. In this case, (59) holds better highlights the dependence of this matrix on each of

for both j; and j,. Evidently,i; = g(j1) # g(j2) = i2 Since the vectors{s{}? ;. The dependence as] will be described

j1 # jo. Adopting the same approach as in case 1, we fildy & nM x nM matrix T® that will be considered as a

assume that| = i}. If either v(j1) = v(j2) = 0 or 4(j1) = blpck matrix whose(k,l)—.th_elemenF is aZV_[ x M matrix. In

v(j2) = 1, thens;, must be equal te;, which is not possible this context, _the"_/—th anti-diagonal is defined as tl&, [)-th

from (15). Consequently, the assumptign= i/, is wrong. If ~elements satisfying +1 =n’+ 1 forn’ =1,..., 2n 1.

v(j1) = 1 and~(j2) = 0, then the relation, = i, implies Flrom /(39)1 zn (s') (the trans!oo;‘e of[zn (s)]") and

thats;, = Qs}, = Qs{, = Os;, thus contradicting (16) sinceQI zw (') (the transpose ofzn (s')]" €2) can be written as

12 > i1 which follows fromjs > j;. Finally, if v(j1) = 0 and (' =1,...,n):

v(j2) = 1, theni} must belong to{1, ..., j1} while i}, must

belong to{j>+1,...,n} implying thati| # i} sincej; < jo. Zn (s') = Z Sk + Z Qs,, (64)
Case 3: We now consider the case whgre< p < jo. k=1 k=n’+1

In this case (58) holds fof; while (59) holds forj,. In this n’ n

caseii = n —p+j1+ 1 andiy = jo — p + 1 implying Q lzy(s) = Zﬂ_ls{{ + Z Si.. (65)

thati, — i = n — (jo2 — j1) which results ini; > is since k=1 k=n’+1

(2 —j1) €{1,...,n—1} for j1 < j>. Asin case 1 and case Equation (64) shows that the dependance,pfs’) on s, is

2, we will show that the relatiorl; = i} is not acceptable. described by the matri® for n’ < i and by the identity matrix
Four cases are possible. The following cases arise. Case $,} for n’ > i. Sincez,, (s') appears in the’-th anti-diagonal
7(j1) = —1 andy(jz) = 0. In this casefds;, =s;, =s; = in (63), then the anti-diagonals. . .,i—1 of T() will contain

si, resulting ins;, = Qs;,. From (16), elements af can not the matrix Q while the anti-diagonals, ...,n will contain
satisfy this last relation sincg > i». Case 3.27(j1) = =1  the matrixIns. Similarly, (65) shows that the dependance of
and(j2) = 1. In this casei; must belong to{1,...,j1} Q'z,(s') ons] is described bylys for n’ < i and byQ~!
while i, must belong td[j2 +1, ..., n} implying thati} # 5. for n’ > 4. SinceQ 'z, (s’) appears in thén + n’)-th anti-
Case 3.37(j1) = 7(j2) = 0. This case results is;, = s;, diagonal in (63), then the anti-diagonals-1,...,n+i—1 of

thus contradicting (15) sincg # i2. Case 3.4(j1) = 0and T will contain Iy while the anti-diagonals+i, ..., 2n—1
7(j2) = 1. As in case 3.1, this results &, = $2s;, which will contain Q~*. ConsequentlyT'() can be constructed as
contradicts (16) sincé, > iy in case 3. follows:
As a conclusionil_;_é io andd} # i in all cases completing Q, 1< (k+l—1)<i;
the .proof of prqpo;mon 5. N L [ ] Tz(f)z —{ Im, i<(k+l-1)<n+i; . (66)
Finally, considering the quanutl_e_%d,,,j(s — s')}j; two- ’ Q' nti<(k+i-1)<2n-1.
by-two (where are all these quantities are equal to one go tha ) ) .
d,(s — s') = n) results in the following set of relations fromWhich can be written in an equivalent way as:
(60): O N 1D e S 10 sl S (10 @01
N AR T ;( Q)+ ; Ve M)‘i‘j;i( Q)
J (61) | (67)
implying that then integersii,...,i, as well as then where® stands for the Kronecker product afi@ is defined
integersi,...,i,, span the entire se{l,...,n}. Setting as then x n matrix whose(m,m’)-th element is equal td
ij =1 € {1,...,n} implies that; can be written ag; = f(;) if m+m'=j+1 and equal td) otherwise.
where f(.) is a bijective function thus completing the proof For example, with, = 3 transmit antennas:
of proposition 3. Iy Iy I Q Iy I
T(l) =| Im Im 0! ; T(Q) =|Im Im Im
APPENDIXC Iy Q! Q! Iy Iy O
The _decision metric in (37) can be written in a more QO Q Iy
convenient way as: T — | Q@ Iy Im (68)

d(s — s') = hTZ(s')s, (62)

I Im Im
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Following from (63) and (67), equation (62) can be writtewherej andk can not belong tdi + 1,...,n} sinces; = sJ’.
as: for j =i+ 1,...,n and the functionf(.) in (35) is bijective.

We will next prove that (74) and (75) can hold only for
j=k=1iandy(j) = (i) = 0 implying thats; = s{. When
removing the columns+ 1,...,n of T, (67) implies that

In this context, the interest of the previous derivatiorst thonly the matricedy; and Q2 will remain in the expression of
led to writing the metricd(s — s’) under the form given T() and, consequently;(5) € {0,1} in (74). Similarly, from
in (69) resides in the fact that this form better describes tii67), © does not appear in theth row of the matrixT’ (*)

n

3 [0 e s]

i=1

d(s —s') =h”

] S. (69)

dependence between the elements @inds’. In particular,
the dependence betweshands; is determined by thg-th
row of T(),

Assume thatd,(s — s’) = n for a certain value op in

{1,..., P}. In this case, proposition 3 implies that:
Jie{l,....,n} | s;=09"9s : 4(i) €{0,£1}, (70)
Jje{l,...,n} | sn=Ms|; y(n) € {0,£1}. (71) y

o

obtained by removing the columrist 1,...,
k=1,...
(74)-(75) simplify to:

n of T®) for
,i. Consequentlyy(:) € {0,—1} in (75). Therefore,

= Ui, 4(j) €{0,1},
=@ Wsi, y(i) € {0,-1}.

(76)
(77)

As in the proof of proposition 6, we write, = en,, and

=em, forp=1,...,n and prove thatn; = m;.

Proposition 6: Equations (70) and (71) can hold simultane- Since m; # M becausei < n, (76) results inm; €

ously if and only ifi = j = n and~(7)
in s, = s,
Proof Equation (67) shows that none of the elemen@n

m;

= y(n) = 0 resulting {4 m; + 1} = m; < my andm; € {my,mj —

1} =
< mj. From (8) m; < my smcey < ¢ and m,C < mj
cek < i. Thereforeym), < m; < mj; < m; < mj, which

of T is equal toQ2~!. Consequentlyy(i) in (70) can C€an only hold only whenn,; = m/ implying thats; = s!.

not be equal to-1. Slmllarly, elements of thex-th rows of
i N

,T™ can be equal to eithely; or Q! implying and only ifs; = s; for i = n,

As a conclusion, the relatiod,(s — s’) = n can hoId if

.., 1 completing the proof of

thaty(n ) in (71) can not be equal tb. Therefore, (70)-(71) Proposition 4.

can be written as:

si= s, 4(i) € {0,1}, 72
sn = Qs 4(n) € {0,-1}. (73)
In what follows, we sets, = em, ands;, = em, for 2]

,n. The followmg cases need to be considered in
(3]

p=1,.
order to prove thain,, = mJ,.

Case 1: assume that/, = M. In this casey(3) in (72) must
be equal to) sincey(i) = 1 = em, = Q'em = e; which
does not belong to the constellation given in (8). Consetiyen
~(¢) = 0 implying thate.,, = enm implying thati = n since,
from (8), only s, can occupy the\/-th position. Therefore,
m; =my, = M =m], ands, = s, in this first case.

Case 2: assume thm’ # M. In this case, (72) implies [6]
thatm; € {m),m), +1} = m/, <m; andm,, € {mJ,mJ -

1} = m, < m;-. On the other hand, from the constellation[7]
structure in (8),m3» < m!, sincej <n andm; < m,, since

i < n. Combining the obtained four inequalities results in:g;
m <ml < ml < m, < m which can be satisfied only

(4

(5]

when mj =m, =m; = my |mply|ng thatm,, = m/, and (o]
Sn = S},.
As a conclusion, in both cases, the relatityis — s') =n
can hold if and only ifs, = s,. m 10
In what follows, we will prove by recursion tha = s|
starting with the value = n — 1 and ending withi = 1. In [11]

other words, we assume thgt=s; for j =i+1,...,n and
prove that this results i8; = s{. From what preceded, this[12]
recursion holds foi = n.

From proposition 3d,(s — s’) = n implies that: [13]
3je{l . ib | s =2"si; () € {0, 21}, (74) 4
Jke{l,....i} | si=QWs| ; (i) € {0,£1}, (75)
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