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Abstract— In this paper, we present the construction of full of this property results in the design of totally real UWB-
rate, fully diverse and totally real space-time (ST) codes dr specific space-time (ST) codes.

ultra-wio!eband (UWB) transmissions. In pa_rticular, we construct In this paper, we propose the construction of two families
two families of codes adapted to real carrier-less UWB commu o . S
nications that employ Pulse Position Modulation (PPM), Pue ©f UWB-specific ST codes. The first family is based on the
Amplitude Modulation (PAM) or a combination of the two. The —adaptation of the construction techniques presented ir{§¥]

first family encodes adjacent symbols and is constructed frm  to real valued situations. The second family encodes theepul
totally real cyclic division algebras. The second family ecodes ysed to convey one symbol and is specific to TH systems.
the pulses used to convey one information symbol and permits \ye then extend this scheme to multiple access scenarios. It
to achieve high performance levels with reduced complexityThe . . . .

first family of codes achieves only a fraction of the coding ga &S noticed in [9] that using randomly polarized pulses can
of the second one. Moreover, these coding gains are indepeard ameliorate muItlpIe access in TH-UWB even in asynchronous
from the size of the transmitted constellation. For Time-Hpping environments. We further investigate this point and prepos

(TH) multiple access channels, the amplitude spreading ced the construction of well designed unitary matrices thatilites
associated with the second family of codes is taken to be user in a better interference rejection at the receiver

specific. In this case, a simple design criterion is proposed . . .
and spreading matrices constructed according to this criteon The_ rest of the paper is organized as follows. Section II
permit to reduce the level of multiple access interferenceMAl). ~ describes the system model of the MIMO TH-UWB systems.

Simulations performed over realistic indoor UWB channels erify  The constructions of the different coding schemes are pre-
the theoretical claims and show high performance levels and sented in section Ill. In section IV, we consider the probleim
better immunity against MAI. multiple access interference and we propose a simple and ef-
Index Terms— Space-Time coding, ultra-wideband (UWB), ficient method for the construction of the amplitude spregdi
multiple input multiple output (MIMO), pulse amplitude mod u-  matrices. An analysis of the performance of multiuser MIMO-
lation (PAM), Rake, multiple access interference. UWB systems is also presented in this section. Numerical
results are presented in section V while section VI condude
l. INTRODUCTION Notations. I,,,x,, denotes the firstn columns of thenxn
identity matrixI,,. 1,,x, and0,,x, correspond to then x n
Recently Ultra-wideband (UWB) emerged as a strong Capratrices whose elements are all equal to 1 and O respectively
didate for a wide variety of indoor wireless applications, stands for convolutiony for the Kronecker product an@
One solution to the growing demand of such applications feenotes the field of rational numbers. The functionsdNand
high-rate reliable communications is to combine UWB Wit'TrK/Q denote the norm and trace of an element in the field
Multiple-Input-Multiple-Output (MIMO) techniques [1]4]. extensionK/Q. diag Xi,...,X,) corresponds to stacking
For a system equipped witl transmit antennas, [1], [2] the corresponding matrices on the principal diagonal( ¥8c

achieve a transmit diversity order &f while transmitting at gtands for stacking the columns of the matiixvertically.
a rate of one symbol per channel use (PCU) while [3], [4]

achieve a rate o symbols PCU without any transmit diver-
sity gain. In the literature many full raté’(symbols PCU) and

fully diverse codes were proposed [5]-[8]. However, unlike Constructed from\/-ary pulse position modulated (PPM)
conventional communications, UWB operates at the basebajighals, al/-PPM-M’-PAM signal set is obtained by includ-
level rendering the application of these complex-valueti® ing )/’ pulse amplitude modulated (PAM) signals at each
techniques impossible. Apart from this constraint, theetim position. Each symbol in the constructed set is therefore
hopping (TH) UWB has an appealing feature that residegfined by its amplitude and position coordinatesd) <
in the transmission of a train of pulses for conveying ong2m/—1—-M'); m’ =1,..., M’} x{0,..., M —1} and can
information symbol. We will show later that taking advargagbe represented by th&/-dimensional vectofay, . . ., ans1]”
wherea,, = ad(d — m) corresponds to the amplitude of the
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Fig. 1. Schematic representation of the receiver struaturang thej-th symbol duration. The output of theth Rake finger consists d@f/-decision variables
corresponding to thel/ modulation positions foi = 0,...,L — 1. The space-time decoder consists of despreading the eecéiames and performing
Maximum Likelihood detectionP’ = P for uncoded systems and IPC (Section 11I-B) whiké = P2 for ISC (Section IlI-A).

side. However, these positions interfere with each othénat the pro?agation delay of thé-th user relative to the first

receiver side because of the multi-path propagation. user.géf“p (t) stands for the impulse response of the frequency
In TH-UWB systems, each information symbol is conveyeskelective channel between theh transmit antenna of thieth

by Ny pulses and the signal transmitted from fhth antenna user and thg-th receive antenna®) corresponds to the time

of the k-th user can be expressed as: delay of the first arriving multi-path component ) (¢). In
Ny—1M—1 fact, given the very short duration of the transmitted psiltiee
Sék) (t)= Bk Z Zaﬁ,’f,)nbgf%w(t—an—Ck(n)Tc—m5) spacing between the different antennas introduces prdipaga
PNy = = ' delays that can be comparable wiih),. These additional

. . _ (_1) delays are calculated with respect to the first arriving riathe
where E}, is the relative transmit energy of theth user with  irst user. In other Wordaninqp(a(o)) — 0. In what follows,

. . . q,p
respect to the first userky, = 1) and it is normalized by we fix hé’fg(t) _ w(t)*géf“g (t—sé’fﬁ) implying that the receiver

P to insure the same total transmlttgd energy as in Smgﬁ@'synchronized to the first multi-path component between th
antenna systems. The frame duratibnincludesN. slots of transmit and the receive arrays. Inter Symbol Interfergt#i¢

durationT, with T, > T, and N.T. < T%. All the transmit can be eliminated by choosirf > maxq,p,k(Tc,(@) (M-

antennas of thé-th user will share the same pseudo-rando (k) - .
time _hopping codes(n) € {0....,Ne — 1}. The P x N q}g)?tf)vcnww, whereT3) is the maximum delay spread of

matrix B, whose(p, n + 1)-th element is equal to\") for 47 _ o
p=1,...,Pandn=0,...,N; —1, stands for the amplitude In order to take advantage of the multi-path diversity with

spreading code associated with théh user. These matricesmoderate complexity, a simplified-th order Rake receiver
introduce an additional coding between the different uaars [10] iS adopted by choosing the finger delays/as= [MT,,

between the data streams transmitted by different antesinader ! = 0,...,L — 1. Moreover, at each arm of the Rake
the same user. receiver, a bank of\/ correlators is needed to detect the

The received signal at the-th antenna of a receiverJV[—_dimensionaI signalg resulting.in a total @fM L Qecision
equipped withQ antennas is given by: variables collected dur|r_19 each _t|me frame. _Ignormg MAI fo
the moment, these decision variables are given by:

K P
n) = 33P0 st =Y — el +n) @ -~
k=0p=1 Tglmm = / Tq ()1 (1) (5)

1
= Ap.mbp nhgp(t —nTr —c(n)T, — md Ty
\/P—pr;m P,mYp, ¢I-,P( f ( ) )
1 K wherew; ,m, »(t) = w(t—nTy —c(n)T.— A;—md). Following
4+ Z Ekjj(élu +n4(t) (38) from the condition of no ISI, the decision variables in eq. (5
PNy h—1 take the following form:
MAI
where the superscript was skipped for the first user ahd! _ 1 b , — 5+ A
stands for the multiple access interference. The intemtare = ™" Ppr,zw;, gt by e ((m = m0)0 + A1)

from the k-th user is given by:

Titar = D an bR (¢ = nTy — ep(n)T. —ms — 7))

n

+ Ng,l,m,n (6)
P (4) Wherery,(r) = fOTf hqp(t)w(t — 7)dt. A schematic repre-
In eq. (2),n4(t) is the noise at the-th antenna assumedsentation of the multi-antenna Rake receiver is given in Fig
' . . . n T ~ .
to be real AWGN with varianceV,y/2. 7*) corresponds to 1. The noise termug ., »n = f,Ele) T g (t) W, m,n (t)dt is



Gaussian. The correlation between the noise samples gerifighere C' is the P x J ST codeword. It is obvious thaf’

N and C;, have the same rank and the same coding gain (up

70 to a scaling factor). So the construction of ST-codes in this
situation is equivalent to the classical constructiorCofrank

y((m" =m)s+ A = M) (¢’ = @)d(n' =n) (7)) 304 determinant criteria from [11]). An additional consita

where~(t) is the autocorrelation function af(¢). Choosing related to the nature of the carrier-less transmissionskbf T

§ > T, and A, = IMT, results in a white Gaussian noisdJWB systems is imposed resulting in totally real codes.

E[nq,l,m,nnqu/,mgn/] =

since~y(kT,,) = 0 for all nonzero integer values @f. In this subsection, we considerx n codewords constructed
Equation (6) can be expressed in matrix form as: from cyclic division algebras witm = P. First, we start by
1 reminding the basic principles of such constructions (edted
Xou(j) = \/?Nqu,lA(j)B + Noi(4) (8) readers can refer to [6], [8] for more details). Consider the

] . ) ) totally real cyclic number field extensioK/Q with Galois
where B is the P x Ny amplitude spreading matrix. Thegroup Gal(K/Q) = (o) with o® = 1. The cyclic algebra

M x Ny matricesX,;(j) and N, (j) are composed from the 4 _ (K/Q, o,~) can be decomposed b= K@ zK® - - -
decision and noise terms respectively. The decision v@sab, -1 \where> € A verifieskz = 2o(k) for all k € K and

are collected during thg-th symbol duratiori(j —1) jINfTy.  ,n — - ¢ Q*.
Denoting by a,(j) = [ap.0(j); ---,apu-1(j)]" the vector — Thegrem 1 [6] : If ~ is chosen such that there are no

representation of the symbol transmitted by fhth antenna gjements ifk* whose norms are equaltéfort =1,...,n—
during the;-th symbol duration, then the/ P x P matrix A(j) 1 then A is a division algebra. T

can be expressed a&(j) = diag(a1(j),...,ap(j)). Finally,
Ryi = [Rgin,..-,Rqip] is the M x PM channel matrix.

. . b .
R 18 @M x M matrix whose(m, m’)-th element is equal 5 the non-zero elements oft are invertible. Limiting the

to 7 p(Ar+(m—m')s). In what follows, the factot /\/PNf  construction in the ring of integer®x of K, the n x n
is disregarded since it can be included in the noise variancg,qewords can be expressed as:

From eq. (8), and for space-time codewords that extend

In other words, the ST code constructed from the matrix
representation of the elements.dfwill be fully diverse since

over J symbol durations, stacking the decision matrices cor- ko k1 ko kn—1
responding to the different receive antennas and Rake §inger | vo(kn—1) o(ko) o(ky) - o(kn_2)
vertically and the matrices corresponding to different bgin ¢ — |70 (kn—2) 70*(kn-1) 0*(ko) -+ 0*(kn-3)
durations horizontally results in: : : : .. :
X@@rmxing) = RruxpmyArpmxap) (L © Bpxn)) yo" T (ke) 0" (ke) Yo" i (ks) eee O” 1(/(?:)0
+ Ngrumxang (9) wherek; € Ok fori = 0,...,n — 1. As K can be viewed
where A = [A(1) --- A(J)] and the subscripts indicate theas ann-dimensional vector space ov&; thenn information
corresponding matrices’ dimensions. The noise malixs Symbols are contained in each valuekgfresulting in a full
constructed in the same way as the decision maXfix rate code. In other wordsy; = Y770 anisj4167 for i =
0,...,n—1where{1,0,...,67 1} is an integral basis aDx
I1l. CODES CONSTRUCTIONS andai,...,a,> are the information symbols that belong to a

In what follows, we propose the ST codes constructio\M constellation.
in the case where no Channel State Information (CSI) isProposition 1 [8] : If v is chosen to be an integer, then
available at the transmitter side. We propose ST codes ftg8(Co) is also an integer implying that the minimum of the
mobile terminals having a maximum number ®fantennas. absolute value of the determinant of all nonzero codewo6kds
For the construction of? x J ST codes based on the abovés equal to 1 independently from the size of the transmitted
model, we differentiate between two kinds of systems. Tig@nstellation.
first one encodes adjacent symbols without introducing anyConsider then information symbolsa;,1,...,a@+1)n
particular coding between the pulses used to convey a givien a given value ofi € {0,...,n — 1}. From eq. (11),
symbol. The other one introduces inter-pulse coding. Fymathese symbols are contained uniquely in the conjugatds of
speaking, the first case corresponds to fixiig= 1p.y, according to:
while B is chosen to verifyB BT = N¢Ip in the second case.

e T T
In what follows, we limit ourselves to PAM. The extensionto ki =+ @ Hk)]T =T0) [aint1 -+ agsyn]
hybrid PPM-PAM constellations is discussed later. . . (12
wherel'(0) is then xn matrix whose(i, j)-th element is equal
A. Inter-Symbol Coding (ISC) to o' 10771 fori,j € {1,...,n}.

From eq. (9), combining the decision variables Correspond_Therefore, a modified version of the initiakdimensional

: . . . ?xtension of the PAM constellation is transmitted. In order
ing to the different pulses of the same symbol is equivalent . : , g
calculating: not to introduce any distortions on the PAM constellatiornis i

interesting that the transmitted and the original signtd keep
C = A(I{;@B)(I{;@B)T =N;A(I;®1pp) = NyC®1, p the same shape. This can be done by multiphiiig) by a
(10) diagonal matrixD such that the matri®0’ = DT'(0) is unitary.



In this case, the transmitted constellation is a rotatedioer 1) 2 x 2 codes. Since there is no 2-dimensional field
of the initial signal set and no shaping losses are introdui¢e extension having a perfect square discriminant, the code is
D’ is unitary, then dgiD) = LdK since defl'(0)I'(9)") £ dx  constructed from eq. (14). The mattix from eq. (17) takes

(the absolute discriminant &6 the form:

When dx is a perfect square, we takeD = Ja 0 1 9
diag(e,...,0" '(a)) wherea € K verifying de{D) = M = [ 0 U(Q)] [1 0(9)} (19)
Ni/g(a) = —=. In this case, the codewords are given by: _ _ _ o

Vi It is possible to have a rotated version of the initial signal
C = diaga, o(a), ..., 0" Ha))Co (13) setif M is unitary resulting in:

1+62%) = 1 0)2) =1
Whendy is not a perfect square, we choose a totally positive { a( + ) U(Q)( +o(6) ) (20)

elementa € K such that the diagonal matri® is given by Vao(e) (1 +00(0)) =0
D= diag(\/a, e \/m) and N¢o(a) = . In this The second condition is verified if there exists an elenfent
case, the codewords take the form: “ such thatdo () = Ng /() = —1 and, consequentlj must
have an element whose norm is equattb Therefore, foR x
C = diag (\/57 \/U(a), o \/U"_l(a)) Co (14) 2 codes from cyclic division algebras, energy efficiency ceme
at the expense of shaping losses and vice versa. Therefore, a
The above cases correspond to choosing an eleméimat compromise must be made for two transmit antennas.

verifies the following relation: a) Choosey = —1. In this caseK must be chosen to have no
element whose norm is equal to -1. It is shown in the appendix
vol (a0k) =1 (15) that K = Q(v/3) can be a good choice. The constructed

. . L ode is balanced since the same average energy is trartsmitte
where A(aOx) is the lattice generated by the principal Idea?rom each antenna during the two symbol durations. The

O and vol(aOy) stands for the volume of the fundamentatljisadvantage is that the transmitted constellation is not a

parallellotope OfA(aOK)J . rotation of the initial signal set. The codewords are givgn b
If v is chosen to verify theorem 1 and proposition 1, then:
L[ a1+V3az  az+3a

Coeqg == 21
do(C)2  min |de(C) = ——  (16) 2605 5 | (a5 — vBa) a1—vEaz] 2D
aczn? , a£0, 2 \/dK i A .
Since this codeword can be written 8% ., = %CO, then
Equations (13) and (14) can be also expressed as: doo(Ca.eq) = %,
. b) Construct a rotated constellation by choosing a field

C = diag(Mains1, ... ag,]T) Q 17) having units whose norms are equal-td. For example, we
; g( @ines a(it+tn) ) an can choos& = Q(v/5) whose ring of integers is given by

. Ok = Z(0) wheref = (1 ++/5)/2. Using KANT software
where M is a n x n matrix. Let; = o'(f) for i = [14], we find that the idealOx is prime. This proves that
0,...,n—1. Whendy is a perfect square, the, j)-th element there is no element i having a norm equal to 2. Therefore,
of M is given byo'~!(af’~1) = o"~1(a)p?_] . Otherwise, choosingy = 2 verifies theorem 1. In this case, the codewords
M(i,j) = \/oi-1(«)¢~}. The matrixQ has dimensions take the form:

n x n and it is given by: o [ va(ar +a20) Va(as + as) (22)
Q= O(n—1)x1 I 1 (18) o 2y/ai(as +asbh) Jai(ar +azb:)
8l 01x(n—1) wherea; = o(a) andf; = o(9) = %5 The choicea =

As a conclusion, ISC is based on eq. (17) and the desigrizz = >5° results in a unitary matrix\ in eq. (19). Since
problem is reduced to the correct choice of the extensiod fie} Verifies eq. (15), thedo (Ca,rot) = —= With dic = 5.
K, of an integery verifying theorem 1 and of € K verifying 2) 3x 3 code: The construction is performed K = Q(6)
eq. (15). ST codes constructed from eq. (17) will achieweith 6 = 2cos(2) having a discriminant oflx = 72. The
full rate and full diversity with a non-vanishing minimumideal20x is prime. This proves that the first powerdivhich
determinant and with no shaping losses. is a norm of some elements 1K is 2". Therefore, choosing

As indicated in [12], [13], the choicéy| = 1 results in 7 = 2 results in a division algebra. Choosing= /7 with
energy-efficient codes having high performance levels. Fr= 1 — 6 + 26> verifies eq. (15) since No(8) = 7% and

totally-real codewords, transmitting a uniform averagergg  so Ng/g(a) = NK@—”;(B) = Ld. The basis{a, af), a6?} is not

per antenna can be realized uniquely-py- 1. This implies unitary. Applying the chanée of basis:

that the constraint of having totally-real codewords ressin 11 1

energy non-efficient codes far > 3 sincey? = 1 is always a T_ _3 0 -1 23

norm in K (Ng,q(1) = 1). Therefore, energy-efficient codes - (23)
LB . - 2 -1 -1

from cyclic division algebras are possible for= 2 transmit

antennas uniquely. We will now present the construction ofe obtain the new unitary basisi{vi,vo,v3} =
the first family of totally-real ST codes for = 2,...,6. {u,o0(u),0?(u)} with v = -2 + 20 + 36> and



Triq(viv;) = ;5 for 4,5 = 1,2,3. The 3 x 3 code can be The new basis is given ly, va, ..., vs]" = T[L,96,...,6%]".
constructed from eq. (17) where tlie j)-th element ofM is The code is constructed from eq. (17) where figj)-th
given by o'~ (v;) = 0" (077 (u)) = (—2 + 20) + 362)/7 element of M is given by /o1 (a)o "t (v;) with o?(0) =
with k = (i +j —2) mod 3 and §; = 2cos(ZH) for 2 cos(2Z0HL),
i=0,1,2. 6) Balanced codes. The transmitted energy of eq. (11)
3) 4 x 4 code: Let K = Q(2cos(3%)) which has a (and consequently that of eq. (17)) can be distributed in a
discriminant ofdx = 3%5%. = 2 verifies theorem 1 since themore balanced way among the different transmit antennas and
ideal 20 is prime. Sincely is not a perfect square, the codesymbol durations resulting in a balanced versidn[16]. C})
is constructed from eq. (14). Using KANT software [14], wes constructed in the same way as eq. (11) by remoyifrgm
find that the prime factorizations of the ide@®x and50x  the lower triangular part of, and by replacing the constituent
are given by: elementsk; by y# k; fori = 0,...,n—1. This will be referred
30K = (Bs0x)? ; f3=—2+30+ 0% 63 to as “energy” balanc.ing and the properties of eq. (11_) and eq
4 (17) are conserved sineg, and C{, have equal determinants.
50k = (B50x)" ; fs=1+0 Even when “energy” balancing is performed and since
Choosings = (33035 /15 verifies eq. (15) since N (3) = i, |y| > 1, the amplitudes attributed to each value fof (and
but a problem arises since the first and second conjugatest®fconjugates) are not the same and, consequentlythe
3 are negative. Using KANT, we find the unit = —1 + Symbols contained in the conjugateskgffor different values
46 — 03 whose conjugates have the same sign as those0dfi are not equally protected against the error events. For
3 and whose norm is equal to 1. Therefore, choosing= example the symbolg,, ..., a, are the most vulnerable while
Be = (54 60 — 02 — 203)/15 results in a totally positive the biggest portion of the energy is used to transmit symbols
element verifying eg. (15). Once again, the rotation matvix a,—1),---,a,2. An additional kind of balancing (referred to
whose (i, j)-th element is given by/c~1(a)o’=1(#7~1) is as “error” balancing hereafter) can be performed whgnis
not unitary and a change of basis must be performed. Denatéultiple ofn according to:
by G = MM the Gramm matrix ofM, it is easy to find o
that the(i, j)-th element ofG is given by Tk q(af?=16771). G) _ , o . T (yi
Now, an orthogonal basis can be obtainé% by applying e ;dlag(M[a[(”(J’l))”“]nz’""a[““)"]n?] )
Lenstra-Lenstra-Lovasz (LLL) reduction algorithm [15] 6. (25)
This basis is given by/a{v;}{ ; = Va{l,—1—30 + 6% + Cht = [CV - C™)] (26)
03, —1—20+0%+63, —1430 —0%}. Itis easy to verify that “
the (i, j)-th element of the Gramm matrix associated with thighere [2],, = (z — 1) mod n + 1. In what follows, energy
new basis is equal to Fyg(aviv;) = d;; fori,j=1,...,4. palancing will be applied systematically to all the constedl
Finally, the codewords are constructed from eq. (17) whege tcodes while the subscript “bal” will be reserved to “error”
(i,)-th element ofM is given by \/o'~!(a)o"~*(v;) with  balancing. For example, the error-balanced version of22). (

a'(0) = 2cos(%;1)) fori=1,2,3. is given by:

4) 5 x 5 code: This code is built fromK = Q(2 cos(27))
whose integral basis and discriminant are given{fy = [ a1 +a0  V2(azs+aif)  azs+aif  V2(ar +azf)
2 cos( 2214 anddy = 114 respectively. Once again we V2(as +a101) a1 taxfi V2(a+az6)  as+ a49127
can choosey = 2 since the ideaOx is prime. So there are (

where D = diag(\/«, \/or1).

7) Remarks. For n # 4, the procedure used to choose
an elementy verifying eq. (15) coincides with that used to
construct the fully-diverse rotation matrices in [17]. Ehe
matrices were used to construct the Threaded AlgebraiceSpac
Time (TAST) codes in [5]. Taking this fact as well as the
structure ofC, into account, we conclude that the constructed
discriminant ofdyx — 13°. Once again, we can choose- 2 codes.have the same struct.ure as the TAST codes but now
since the ideaROx is prime. Using KANT, we find that: real Diophantine numbers (|_n contrast to complex ones in
130 — (B0x)® where3 — 2 + 6 — 62. The conjugates of [5]) are used to render the dn‘fere_m layers of gach codevx_/ord
the unite — [0, 2,2, —3, —1, 1] have the same sign as those OEransparent to each ot_her. The ut|_I|ty of f_oIIOW|_ng the desi
3; thereforen — e/13 is a totally positive element verifying procedure presentedl in thlsn;slectlon reS|de_s in the fact that

. _ Ngsg(BNgsgle)  13x1 1 we showed that{l,v~,...,v = ; v = 2} is in fact the
€q. (15) since N/g(a) = 136 = Tr = g AN best choice of the Diophantine numbers for &llary PAM
constellations since the minimum determinant of eq. (11) is

no elements ik having norms equal to* fort = 1,...,4.
The code is constructed according to eq. (17) wheréihg-
th element of the5 x 5 matrix M is given by o'~!(v;)
with 11{v;}?_;, = {u,0(u),o(u),—0?(u),—03(u)} where
u = 4+ 20 + 20> — * whose norm is equal ta1® which
verifies eq. (15) since voh (uOk)) = 11°.

5) 6 x 6 code: Let K = Q(2cos(3%)) which has a

orthogonal basis is obtained frofé }>_, by using the matrix:

-2 1 1 0O 0 0 equal tol. For n = 4, the matrix M used for constructing
-1 6 1 -5 0 1 the ST code from eq. (17) is different from the rotation matri
T = :13 :g _01 2 8 j (24) given in [17]. While usingM with v = 2 results in a ST code
0 6 -3 -5 1 1 with non-vanishing determinant, full diversity is lost whe

-1 -3 3 4 -1 -1 using the rotation matrix given in [17] with = 2.



The coding gain of the code given in eq. (17) can beoding gain ofA(~) verifies:
expressed as [11]:

n—1 %
Gmin(C) £ min(defCCT))= gmin (7) = dy " ¢ () min (NK/Q (Z vk ))

1 =0
= (N (ONF = caln)d ™ (28) 1 — :
> dy " cp(y) min Y?'Ng o (ki)? (33)
where g¢,,;, stands for the coding gain and,(y) = « (; we

n—1 2¢ . . : H :
n/Xi—o 7 is a normalization factor insuring the same c,,qiqer the case > 1. The minimum of the right hand
transmitted energy as in the uncoded case. A good questign,, eq. (33) is obtained whep = 0 for i = 1 n—1
arises: what if there exists a TAST code associated with_a | NK/@(lko) — +1. The value ofy that maximizes the
certain value ofy not verifying proposition 1 and which, for coding gain isy = 1 since c,(v) is a decreasing function
a particular PAM constellation, results in a coding gaint th%f ~ for v > 1. Fory < 1, the minimum of the right hand
exceeds the one given in eq. (28). For= 2 andn = 3 side of eq._(33) is obtained whely = --- = k, o = 0
transmit antennas, we can show that this can never happen N /g (kn_1) = %1. Maximizing overy results iny = 1

since: . 2(n-1) . . .
since nowe,(y)y~ =  is an increasing function of. The
Sm () < 02(7) < 62(2) = 0m(2) (29) optimal choicey = 1 shows that since the transmitted streams
) o . are separated at the receiver side (by the use of orthogonal
wheredy, () stands for the coding gain (given in eq. (28)) okpreading sequences), the best strategy consists of evenly
the code constructed fromover aM-ary PAM signal set. The gistributing the available energy among the different data

M-PAM for M > 2 and the second inequality can be check -1

out through computer simulations that are feasiblerfoe 2
andn = 3 (given the relatively small number of codewords).
The last equality holds since = 2 verifies proposition 1. 4 — diaga, . . ., an_1) [diag(ko,...,a"*(ko))
For n > 3, we are not sure if the last inequality can hold, dia (k e (h ))] (34)
even though simulations over several million elements draw gn-1,...,0 net

randomly among the set 8f” elements validate such a trend. Equation (34) shows that encoding adjacent symbols is
In all cases;y = 2 is the best possible choice since the validitpot needed sincéy, . .., k,_; are decoupled. Therefore, the
of another choice can not be verified. Finally, including theemporal length of the codewordd)(can be chosen to be
repetitions used to transmit one symbol, the non-balancequal to one. In this case, the amplitudes of the pulses
codes in eq. (17) and the balanced codes in eq. (26) canti@smitted from thex antennas during each symbol duration
expressed ag¥,, = C®1ixn, andCy, par = Coar @ lix N, /- are given by ther x Ny matrix:

_
Arranging the columns of eq. (31), we obtain:

C, = diag(Mlay, ..., a,]") B (35)
B. Inter-Pulse Coding (IPC) where B/\/N; is any unitaryn x N; matrix and M is

In this case the matri>B/\/N_f is chosen to be unitary. calcula_ted in the same way as in Subsection Ill-A. Since the
gnsmltted date streams are decoupletican be any one of

.. S . I
From eq. (9), combining the decision variables of the puls{ﬁ,Ie rotation matrices constructed in [17] or [18].

used to convey one symbol is equivalent to calculating: IPC presents many advantages over ISC. From eq. (28), ISC
Cr = A(I, @ BY(I,® B = N;ALp» = N+ A 30) achieves a coding gain that i5,(2) times smaller than that
! 1 ®B)L; ® B) fp ! (30) of IPC (¢,(2) < 1 for all values ofn). Moreover, IPC has
From eq. (11), eq. (13) and eq. (14), the energy—balanc% wer dec20d|ng complt_axny since each codeword contains
version of A takes the form: rather tham#* symbols. Finally, IPC systems have lower peak-
' to-average-power-ratios (PAPR) and lower decoding delays
A(y) = /e () dia g ) F 31 symbol versus: symbol durations). However, unlike ISC that
™) cn(v)diag(ao, -, an—1) F(7) (31) can be applied with any TH-UWB system, IPC can be applied
only whenN; > n.
For multi-dimensional/-PPM-M’-PAM constellations, the
codewordC' with dimensionsP x J (with J = P for ISC and
: _ _ _ J =1 for IPC) will now have the dimension8M x J and will
_ 0 pl n—1 0 r1 n—1
F(v)= [d|ag(f0, n-lre /1 0) ’ ?'ag(fl’fo’ '1' 1J2 ) be noted byC),. C; can be calculated from eq. (17) and eq.
diag(fy 1, fo_2:---.f37")] (82) (35) by replacing the rotation matri¢t with M ® I,; and
_ o by replacing the scalarg; by a! where nowa; is the M-
where f/ = ~ywo?(k;) fori,j =0,...,n—1. dimensional vector representation of thth symbol. Denote
The matrixF'(v)F(y)" admitsn eigenvalues. These eigen-by C}, the P x J matrix whosep-th row is equal to the sum
values are given by, = o‘(\) for i = 0,...,n — 1 and of rows(p—1)M +1,...,pM of Cy,. Since the rank and the
A= Z?:_()lw%kf. Therefore, when verifies eq. (15), the determinantof®?,C), are greater or equal to those®@f, C,

wherea; = o(a) whenn is odd andw; = (0% ())* whenn
is even.F(v) is an x n? matrix given by:



and sinceC'}, is equal toC', we conclude that the same value From eq. (39), the construction of the spreading matrices
of ~ will maximize the coding gain over alM-dimensional depends on the number of interfering users. For example, a
extensions of the initiall/’-PAM constellation independently family of K + 1 matrices is designed for a network with+ 1

from the value ofM. users. Now, if a user leaves the network, the matrices of the
remaining KX’ users must be changed since the optimal set of
IV. MULTIPLE ACCESS INTERFERENCE matrices for K users is not a subset of the set of optimal

matrices forK + 1 users. In other words, all users must update
meir spreading matrices whenever a user joins or leaves the
0 . - . . .

rnetwork. Taking this in consideration and observing tthat
Kd,,n, We propose to maximize:

For ISC, we fixB*) = 1p, v, for all values ofk and MAI
is controlled uniquely by the TH codes. For IPC, the family
unitary matrices{B(’“)}kK:0 can be properly designed in orde
to obtain an additional reduction in the level of MAL.

P

A. Designing the amplitude spreading matrices
Ining The ampTILEE Spreading dpin = _ min [ sin? 000 (40)
0§k¢l§K+1p:1

The adopted approach consists of designing the amplitude
spreading sequences and the time-hopping sequencesindepe
dently from each other. Without discussing neither the biene
nor even the feasibility of jointly designed sequences, thein this way, the inclusion property is maintained and the
proposed approach results in a simple design criterioncémat family of matrices can be designed based on a single pa-
be readily used for designing interference reducing secgg@n rameter that corresponds to the maximum number of users
Therefore, the TH sequences are designed as if there wasyhose interference must be rejected. Maximizing eq. (40) is

amplitude spreading and vice versa. _ equivalent to reducing the interference between two pastic
For sync_hronous systems, when no TH is used, eq. (9) aagers without taking the other users in consideration. This
be generalized to the multi-user scheme as follows: simplification is similar to the classical approach of cédting

the pairwise error probability in order to find a union bound

K
X = RA(]J®B)+Z VERR®A®) (1,0 BR)+ N (36) on the perfqrmance. Another interpretatioq of eq. (40) &t th
=1 it is the design under a worst-case scenario.

where R stands for the channel matrix of theth user and Equation (40) is nothing but the design criterion for the

it is constructed in the same way &s construction of non-coherent ST codes [20]. In what follows
From eq. (36), combining théV; decision variables cor- We fix Ny = 2P which, given the number of transmit
responding to the same symbol duration is equivalent #/€nnas, corresponds to low-dimensional spreading. M@,
calculating the new decision variab®’ given by: approach used in [21] for the construction of such codes ean b
readily applied to the design of a family of matrices satisfy
X' =X(I,®B") eq. (40). The spreading matrices are calculated according t
K
=RA+Y VE.R®AW (1, BYBT) + N(I, ® BT) .
k=1 B = Ipxgp exp OPXP ¢ (41)
(37) —C  Opxp

Based on eq. (37) and inspired from [19], we propose to
construct the spreading matrices based on minimizing: whereC' is any P x P coherent ST code satisfying the design

K41 criteria of [11]. The codewords are scaled to insure thathail
max Z det(B(k)TB(l)) (38) Principal angles in eq. (40) are smaller thaf2. In particular,
OsksK+1, 07 14k C can be the code designed in eq. (17). In this way, ifs

. . o . i constructed from the vectoss= [s1, . .., sp2] whose elements
_Thls design <_:r|ter|on simply states that the spreading n\"i‘érify i € {41, +ny) then(2nu)P2 users can share the
trices of the different users must be co_nstructed to be_ me channel. To each one of these users is given a spreading
orthogonal to each other as possible. Unlike the CDMA-IlIﬁ%

¢ 1) wh Il th triceg () h atrix corresponding to a particular value of the vector
systems lVy >> 1) where all the matrice are chosen Moreover, since the coding gain of eq. (17) is independent

to be orthogonal to each other, the limited valuerof and g, e constellation sizey, can have large values without

the potentially large number of USers sharln_g the chan_ql iting the capability of reducing the interference level
render the totally orthogonal choice impossible. Equation

(38) is equivalent to choosing the SEB(O) o B(K)} that When amplitude spreading is combined with TH, the result-
maximizes: Y ing system is expected to suffer from less interference than

systems using TH exclusively. This can be compared with

P KZJrl ﬁ i gD (39) [9] where i_t was observed that_ randomizing the polarity _of
0<k<K+1, & e P the transm_ltted pulses results in a better immunity aga!nst

’ MAI even in asynchronous environments. Instead of using
Where(t?’f"l, . .,9%1) are the principal angles between the twoandom sequences, we proposed here a reliable method for

subspaces generated from the rowsBsf) and B(). the construction of these sequences.



B. Performance Analysis In peer-to-peer scenarios, the receiver tracks the CSleof th

In order to include the effect of MAI, eq. (9) can bedesired user without having any specific knowledge of the

expressed in a more convenient way as: channel realizations, hopping codes and spreading seegsienc
of the interfering users. In such situations, using lineder-

XMN;QLx ) =R(MNfQLXpMNf)(B(prXp)®IM)C(pMXJ) ference suppression receivers can be a good tradeoff hetwee
K performance and complexity. In order to simplify the reeeiv
+ ZRg\]yAIC](\;LH +N  (42) structure, we choose to combine the pulses associated with
k=1 each symbol prior to performing MMSE filtering.

where C is the ST codeword whos&(p — 1)M + m, j)-th For IPC, despreading is performed by multiplying eq. (42)

entry corresponds to the amplitude of the pulse transmittBY the matrixD = Iqz © B. After performing this multipli-
from thep-th antenna at thea-th position of thej-th symbol Cation, we can easily verify that the noise term remainsavhit

duration. R is obtained by stacking the constituent matricésduation (42) becomes:

Rq, vertically for ! = 0,...,L —1andq = 1,...,Q K ®
whereR,; = [In, ® Ryu1,- -, In, @ Rqyyp). Finally, B = Y=DX=HS+Y HWSH, +N (48)
diagBY, ..., B}). k=1

For synchronous user§,](\§241 = C™ corresponds to the \yhere ¥ — DR (BM @ Iyy) and H® = DR, (M &
codeword transmitted by theth user. In this case, the matrixIM)_ Y is the new decision vector whose Iené\{ms equal to

k H : .
R§\4)AJ is given by: MPQLJ with J = 1. M is any fully-diverse rotation matrix

®) k) (k) (refer to subsection 11I-B). We designate I$*) the M P-
Rarar ExR (B © IM) (43) dimensional vector representation of the information sgimb
i Hh G A g0
where R(%) is obtained by stacking the matricé%é’? ver- traFnc?:nllg%d :;sttggstg use; (mgsj‘B L ;S'V<h ;)r.e . .
: : k) k) k) k) = lqQL 1 1 = lixng.
tically V\ch Ry _k [Rqahl qu,l,P] and Ry, = S®*) is now the M P? vector representation of thB? coded
diag (sz,l),,,,o, e ,Rt(Ll),p,Nf_l)- Rt(z,l),p,n is aM x M matrix symbols of thek-th user (withS = S(»)). The channel matrix
whose(m, m')-th element is given by: H in eq. (48) takes the following form:
Ry o (mom) =18 (A1 + (m = m!)5 + (c(n) — Ck(n)()zt%) H =diag DR (B® In),...,DR(B® In))(®@ar) (49)
J

For asynchronous users, each time frame can interfere V‘U\meretb is the matrix that describes the linear dependence

two consgcutlve time frames. Moreover, these frar_nes do etween the transmitted (coded) symbols and the informatio
necessarily correspond to the same symbol duration. In tl%&?mbols. In other wordsp is the JP x P2 matrix verifying
case, the expression m]‘g'})AI in eq. (42) during thej-th

PrEoS _ vedC) = ®S whereJ = P for unbalanced systems and
symbol duration is given by: J = P2 for balanced systems.(T)he matftk’®) in eq. (48) is
. . . obtained by replacingR with R\", . in eq. (49).
Cifar = (DG =17 (©G)T (W G+ )T CPANeq By replacng Wil Farar I 64 W8 L
(45) or synchronous usersS,,,; in eq. (48) is given by

where C%)(j) £ ¢ and ¢ (i) is obtained by delaying Sirar = S’ and it has a length o/ N, where N, = P for

k) .
(resp. advancing) the data stream by one symbol duration t8C andN; = P? for ISC. For asynchronous users)y), is

T

i=7j—1(resp.i=j+1). a3M N, vector obtained by vertically concatenating a delayed
For asynchronous userg\,; can be expressed as: verS|on_ofS(’“), S® and an advanced yers_lon_sf’“).
i i The filter based on the MMSE criterion is given by:
Riar = v EkREaxs)yn (13 ® (B(k) ® IM)) (46) X N -1
_ T T (k) (k)T 1Yo
where R(:S)yn is obtained by stacking the matricéggkl) F=n (HH * ;H A 2 I) (50)

i ith %) — (p®)_ (k (k) :
vertically with Ryt = [qul (=1), Ry 0) Ry (1)] and Since the receiver has no access to the CSI of the interfering

R () = {R((;],Cl),l(i) Rglfl)7p(i)] R (i) is a MN; x  ysers,F can be determined fronf — E (SYT) E (YyT) "
MN; matrix whose (nM +m,n'M +m')-th element is where the average is calculated over a training sequence.
given by (forn,n’ =0,...,N; — L andm,m’ = 1,..., M): Let V = FH, V® = FH® andU = FFT. For 2-
*) . . PAM constellations, and conditioned on the channel retitina
Tap (Ar+ (m—m")d + (c(n) — cx(n')) Te (denoted by(R)), the probability of detecting the symbols of
+(n—n' —iNp)Ty — T(k)) (47) thep-th data stream erroneously is given by:

Note that thek-th user delay can be expressed7d® = L) _ 1 3 3
1y + 729 where 7% is uniformly distributed over /() QuEN(Ne=) C{ELIN (gD () 1oy vk
[—% %} andr{" is uniformly distributed ovel[—% %} ’ Sare S [ EEE

— K k) ok
Q <Vmo + VpSp + > pms Vp( )S§\4241> (51)

VNoU, /2

For7®) >0 (resp.r® <0), Rglfl) (i) is equal to the all zero
matrix for: =1 (resp.i = —1).



. . . . . iy (P)
whereQ(.) is the Gaussian tail functionX; and X; ; corre- \yhere *) - Q (‘4553%*(1) Vm/,m) for i — 1,2 and

spond to the-th row and the(4, j)-th element of the matrix’ P! Vot
respectively)/, is obtained by removing theth element from Q1(707)n — LA ]
the p-th row of matrix V. In eq. (51), = 1 for synchronous 'Vt' T | babilit b lculated f
users andu = 3 for asynchronous users. itional error probability can be calculated from
Assuming that after applying the MMSE filter the co- 1 X
. . _ (p,m)
channel interference and MAI are zero-mean Gaussian random Peyr) = M Z Z PJ(R) (57)
variables, eq. (51) can be approximated by: p=lm=1
Since the performance is determined over the IEEE channel
Vop model [23] that does not lend itself to analytical solutioihe
= —T K (k) ()T average error probability is evaluated by Monte Carlo simu-
\/NOUPvP/2 HVpVy + 20 Vo Ve (52) lations. More precisely, the error probability is deteredrby

o . . averagingP, over different realizations of the channel, the
When it is possible to calculate eq. (51), i.e. for small ealu 9ingPe, (r)

of K and NV, we realized that there is no significant diﬁerencgr:(ejriﬁzn_?Huzz;suec:(?ensr.lels, the amplitude spreading inetr

between the values given by eq. (51) and eq. (52). This can

be explained by the fact that the MMSE filter succeeds in V. SIMULATIONS AND RESULTS

suppressing the co-channel interference and MAI [22].
Motivated by the fact that eq. (52) is a good indicator o&

the error performance, we now adopt a similar approach t

permits to determine an upper bound on the performance

M-PPM-2-PAM constellations. We keep the same notatio

as above and we denote B¥?) the M x M matrix obtained

from the elements/(,_1)rr4m,(p—1)m+ms Of Matrix V' for

/o [ i
p,p b_l 1’;";? f”m? m’m'tt_dl’ .t.ﬁ,]M.ﬂ?uppc.)t_smg tp?rt] & another. The modulation delay is chosen to velify: T, =
Symbool s = IS transmitted at then-th position of the 0.5 ns. In order to eliminate ISI, we fi{; = N 1. + 100

p-th data stream and considering that co-channel interferen

. ns with 7. = 4. In single-user situations, the performance is
and MA are Gauss_lan, then the outputs of fhlecorrelators independent from the number of time fram¥s. In this case,
corresponding to this data stream are given by:

we fix Ny = P in order to render IPC and the balancing of ISC

The con

®
Pylir) ~ Q

The pulse waveformw(t) is chosen to be the second
erivative of the Gaussian pulse with a duration of 0.5 n& Th

@ sub-channels of each user are generated independently ac-
c%rding to the IEEE 802.15.3a channel model recommendation
"BM2 that corresponds to non-line-of-sight (NLOS) condito
[23]. The channel is held constant over one transmissiockblo
and is allowed to change independently from one block to

P _y® o (53) possible. In multi-user scenarios, all users are assumbavie
ym’ m’.m m . . .
) ) ~ the same transmission levels. The sphere decoder [24] & use
form”=1,..., M. The termn,, includes the effect of noise, for detection. For simplicity, we assume that the relatieet

co-channel interference and MAI. It will be considered as gelays between the signals received at the different angenn
zero-mean Gaussian random variable. In this case, |tsmm|a(€gf_cz)) in eq. (2)) are negligible. In this way, the simulations

takes the following value: highlight the diversity and multiplexing advantages of the
No, () 1 o proposed schemes independently from the relative orientat
o2, = 7Unf,7m/ + M[V(p—l)M+m’V(p_1)M+m/ and positions of the transmit and receive arrays.
1% In Fig. 2, we show the performance of equilibrated, unbal-
+ vk AR 1 (54) anced and balanced ISC%,, C' andCy,; taken from eq. (21),
kz::l = V=1t eq. (22) and eq. (27) respectively. We compare the results of

) , <) — the above codes with those of IRG; given in eq. (35) and
where U™ is construct/ed in the same way & andV; \ith STC-scheme 1 from [1], [2]. The latter code achieves
(for i = (p — 1)M + m') stands for removing the elements | giversity with a rate of 1 symbol PCU for all values of

(p = 1)M +1,...,pM from thei-th row of the matrixV. — p This code will be referred to as the orthogonal co@€}
By applying the union bound, the conditional probability of

! g 7 n what follows. The comparison is performed at the same
detecting the pulse transmitted at theth position of thep-th  y4t5 rate of 2 and 4 bits PCU with signal sets having the
data stream erroneously is bounded by:

same dimensionality for the case of 2 transmit and 2 receive
(pym) ®) ) antennas with a 6 fingers Rake. The difference between the
Piry < > prob{mems T 2 = Vilms + ”m}pmb(s) coding gains of” andC., results in a gain of about 0.75 dB at
s=+1 high SNR. We can also notice the performance improvement
introduced by balancing the ISC. Note that at 2 bits POQ,
+ prob{|yf§?| = |y7(5)|} (55)  approaches the performance @f,; at high SNR. At 4 bits
m’=1; m'#m PCU, and for the same number of correlators (fixed by the
After some manipulations, eq. (55) can be written as:  dimensionality of the constellation})C must use 16-PAM
M resulting in important performance losses with respect© |
pem < o0 Z oM Lo 9o o2 andIPC. Similar results are obtained in Fig. 3 with 5 fingers
o= e L TR R Rake and 2-dimensional constellations at the rate of 4 bits
(56) PCU.
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Fig. 2. Performance with 2 transmit antennas, 2 receivenaat and 6 Fig. 3. Performance with P=Q=2 and 5 fingers Rake with 2-dsiteral
fingers RakeCeq, C, Cpa; andC are the codes from eq. (21), eq. (22), edeonstellations at 4 bits PCWeq, C, Cpq and Co are the codes from eq.

(27) and eq. (35) respectivel?C corresponds to the orthogonal code from(Zl)’ eq. (22), eq. (27) and eq. (35) respectively witil€' corresponds to
[1]. the orthogonal code from [1].

In Fig. 4 - Fig. 7, we fixL =1, P = Q = n and a data yg The random matrices whose elements are taken feoi}
rate ofn bits PCU forn = 3,...,6. IPC (C,) outperforms 5,4 the designed matrices from eq. (41) are attributed to the
ISC (€) in all cases. The performance O}, improves with - gigterent users in the same way as in the simulation setup of
increasingn since the large number of permutations gives fjg g The simulation results show that the performancagai
a better immunity against noise. In particular, for- 4, Cat - hecome more significant with large number of users since in

outperformsC for all SNRs. OC' shows bad performanceis case interference becomes more critical on the system
even when associated with constellations that have h|gtbeér

\ a ) ' ) rformance.

dimensionality than those associated with Cy,; and C,,.
Fig. 8 shows the performance with = Q = 2, Ny = 4, VI. CONCLUSION
N. = 200, 2-PAM and L = 5 for K = 10 and K = 15 We discussed the construction of two families of full-rate
interfering users in a synchronous environment. The (8¢ and fully diverse ST codes that are adapted to carrier-less
is compared with the IP@; in the two following cases. In UWB transmissions. The first family of codes is constructed
the first case, each one of ti#é+1 users is attributed with a from totally real cyclic division algebras. It was shown ttha
random unitary matrix whose elements are taken ffapi}. profiting from the repetitions used to convey one informatio
In the second case, to each user is given a matrix form tigmbol, this family of codes can be further modified to ba&nc
family of 256 matrices constructed from eq. (41) using 4he energy inefficiency resulting from the use of non-ugitar
PAM symbols. Results show that appropriately choosing tltegers in the codewords. We also profited from the presence
spreading matrices results in a gain of about 1 dBLGt? of these repetitions to introduce a new TH-UWB-specific
for K = 15. The dotted lines associated with each curweersion of the first family of codes referred to as inter-puls
correspond to the Gaussian approximation which turns outdoding schemes. Multiuser extensions were also discussed
be accurate for all number of users. and we showed that high performance levels can be obtained

Fig. 9 compares simulation results with the upper bound when associating the ST coding schemes with the constructed
eq. (56) for 4-PPM-2-PAMP = @Q = 2, N, = 200, Ny =4 amplitude spreading matrices.
and L = 5 with 6 and 11 asynchronous users. Three systems
are considered. Uncoded unspreaded systems that corcespon APPENDIX
to spatial multiplexing with all of theV; pulses having the
same amplitude. Uncoded spreaded systems which is the same " )
as before but now the matrices associated with the differept 'S Not & norm inK = Q(,/p) with p = 3. In other words,
users are determined from eq. (41). Coded spreaded systdg&e is noz € K verifying Ng/q(z) = —1. Any element
which correspond to the IPC. Results show the importance’®fc K can be written as: = a + bv/3 wherea, b € Q. We
associating eq. (41) with eq. (35). On the other hand, Fig."g!l show that the equation:
shoyvs that the upper bound is _tighfc for high SNRs. N o (z) = a2 —3p2 = —1 (58)

Fig. 10 shows the degradation introduced by MAI when
using IPC givenineq. (35) with = Q =2, L =7, N. = 200 has no solution in the field df-adic numberQs and conse-
and N; = 4 in an asynchronous environment at a SNR of 2§uently has no solution iiX. Let Z3; = {x € Q3,v3(z) > 0}

@ this appendix, we use the-adic numbers to show that
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(35) respectively whileDC' corresponds to the orthogonal code from [2]
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Performance with 6 transmit antennas, 6 receivenaate and 1

finger Rake.C, Cyq;, and Cy are the codes from eq. (17), eq. (26) and edfinger Rake.C, Cy,;, and Cg are the codes from eq. (17), eq. (26) and eq.

(35) respectively whileDC' corresponds to the orthogonal code from [2]

be the valuation ring of)5 [25]. Using the embedding of
in Qs, eq. (58) can be written Q3 as:

a> =3 =243z ; a,beQ, z€Zs (59)
We take the valuations of both sides of eq. (59):
v3(a? — 3b%) = v3(2 + 32) (60)
to show thata andb must be inZs. Sincex € Zs:
v3(2 + 3z) > min{v3(2),v3(z) + 1} =0 (61)

Since both valuations are distinet;(2) = 0 and vz (x) >
0), we have:

vs3(a? — 3b%) > min{2vs(a), 2v3(b) +1} =0 (62)

. (39

respectively whileDC' corresponds to the orthogonal code from [2].

Moreover we have equality since both valuations are distinc
Equation (62) holds ifus(a) = 0 which impliesa € Z3 and
consequently € Zs. Equation (59) can be now written as:

a’> =3V =243z ; abxcZs (63)

Reducing eq. (63) modul8Zs, we find that2 should be a
square inGF(3) which is a contradiction and therefore there

are

(1]

(2]

no elements, b € Q that verify eq. (58).
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