Demo of SemIndex: Semantic-Aware Inverted Index on Text
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Processing keyword-based queries is a central problem in Information Retrieval (IR), where several studies have been done to develop effective keyword-based search techniques [1, 2]. A standard containment keyword-based query, which retrieves textual identities that contain a set of keywords, is generally supported by a full-text index. The inverted index is considered as one of the most useful full-text indexing techniques for large textual collections [3], supported by many RDBMSs1. It is also increasingly used on semi-structured [2] and unstructured data [1] to support keyword-based queries.

Besides the standard containment keyword-based query, the so-called semantic-aware or knowledge-aware (keyword) query has emerged as a natural extension, encouraged by (non-expert) user demand. In semantic-aware queries, some knowledge2 needs to be taken into consideration while performing query processing. To illustrate this, let’s assume having data from a movie database Δ, as shown in Table 1. Each movie in Δ, identified with an id, is described with some text, including movie title, year and plot. For queries “sound of music”, “Maria nun” and “sound Maria”, the query result is movie O3. However, if the user wants to search for a movie but cannot recall the exact movie title, or the exact plot description, it is natural to assume that she may modify the query terms to some semantically similar terms, for example, “voice of music”.

<table>
<thead>
<tr>
<th>ID</th>
<th>Textual content</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td><em>When a Stranger Calls (2006)</em>: A young high school student babysits for a very rich family. She begins to receive strange phone calls threatening the children...</td>
</tr>
<tr>
<td>O2</td>
<td><em>Days of Thunder (1990)</em>: Cole Trickle is a young racer from California with years of experience in open-wheel racing winning championships in Sprint car racing...</td>
</tr>
<tr>
<td>O3</td>
<td><em>Sound of Music, The (1965)</em>: Maria had longed to be a nun since she was a young girl, yet when she became old enough discovered that it wasn’t at all what she thought...</td>
</tr>
</tbody>
</table>

Table 1. Sample Movie data collection extracted from IMBD3.

Also, it is common that the terms provided by users are not exactly the same, but are semantically similar/related to terms that the plot providers use. In addition, the movies might not be extensively described or well-tagged in the database, or might not be described using the same attributes (e.g., NoSQL database). Clearly, the standard inverted index which only supports exact term matching cannot deal with these cases. However, it would be possible to solve the above problems by answering semantic-aware queries, if semantic knowledge can be somehow combined into query processing.

Various approaches combining different types of data and semantic knowledge have been proposed to enhance query processing (briefly described below). In this study, we present a new approach called *SemIndex* integrating knowledge into an inverted index to support semantic-aware querying. Major differences between our work and existing methods include:

---
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2 Also called domain, collaborative, collective, or semantic knowledge, based on the application domain at hand.
- **Pre-processing the index**: Enclosing semantic knowledge directly into an inverted index, so that the semantic-aware processing tasks can be done prior to query processing, in comparison with query rewriting/relaxation and query suggestion [4, 5], or query result organization [6, 7].

- **User involvement**: Allowing end-users to write classical queries as well as semantically enriched queries such that the users are involved in the whole process: during initial query writing, and then query rewriting, in comparison with existing works where users are only involved in the query refinement (expansion, filtering, etc.) process [8, 9].

- **Providing more relevant results**: identifying more semantically relevant results than what a traditional inverted index could provide, while doing it more efficiently than existing semantic disambiguation techniques [6, 10], which: i) usually require substantial processing time [11], and ii) depend on the query/data context which is not always sufficiently available [12, 13].

In this study, we explore the idea of merging a pre-existing general purpose semantic network into a standard inverted index, and design our semantic-aware inverted index, *SemIndex*, accordingly. To do so, we map into a single data structure two data resources, a *textual data collection* (represented as a traditional inverted index), and a *semantic knowledge base* (represented as a traditional semantic network). An extended query model with different levels of semantic awareness is defined, so that both semantic-aware queries and standard containment queries are processed within the same framework. Figure 1 depicts the overall framework of our approach and its main components. The *Indexer* manages *SemIndex*, while the *Query Processor* accepts semantic-aware (or standard) queries and processes the queries with *SemIndex*.

![Figure 1. Overall architecture of SemIndex framework.](image)

The groundwork results and overall architecture of *SemIndex* have been described in [14], and an extended experimental study has been submitted for publication in an international journal [15]. In this demonstration, we aim to showcase our systems’ effectiveness and efficiency in textual DB indexing and performing semantic-aware querying, while emphasizing its logical design, and its physical implementation using a commercial RDBMS and related functionality.
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