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Abstract—In this paper, the problem of Quality-of-Service
(QoS) differentiation is studied in the context of Buffer-Aided
(BA) cooperative Free Space Optical (FSO) communication
systems. This is particularly true since the existing releant
literature overlooked the possibility of preferential treatment of
data packets based on their delay requirements. Inspired by
this observation, this paper proposes to classify the datagckets
emanating from the source node into either Delay Tolerant ()

packets or Non Delay Tolerant (NDT) ones and to service these

packets according to this classification at the relay node. iority
queueing is first introduced in the relay’s buffer with a view to
improving the delay experienced by NDT packets. Class of seice
mutation is then proposed as a starvation mitigation stratgy to
better manage the interesting dynamics resulting from the o-
existence of packets having different QoS requirements inhe
same buffer. The various performance measures of interesof the
explored QoS-aware communication system are both evaluate
mathematically based on a Markov chain analysis and validad
through extensive simulations. An asymptotic analysis is Iso
carried out highlighting the dependence of the performanceon
the system parameters in an intuitive manner.

Index Terms—Free space optics, relaying, buffer, priority
queuing, delay tolerance, asymptotic analysis, quality oervice,
class-of-service mutation.

I. INTRODUCTION

The FSO communication technology holds the promise of
offloading the overly crowded Radio Frequency (RF) spectrum
by shifting data towards the optical spectrum [2]. Coopeeat
techniques were extensively studied in the context of FSO
communication systems and took the form of incorporating a
number of relays between the source and destination nodes
so as to mitigate mainly the effect of the distance-dependen
atmospheric-induced fading [3]-[9]. In this way, coop&eat
FSO communication allows the transmission of data packets
originating from a source node to a destination node over the
air through other communication nodes, designated asgelay
It is important to note that the cooperative communication
research landscape [3]-[9] has been traditionally predatai
by studies assuming buffer-free relay-assisted commtioica
However, many later studies vouched for the great merit
associated with BA relaying. This explains the recent spike
of interest in BA relaying solutions in the context of RF
systems [12]-[16], hybrid FSO/RF systems [17]-[19] as well
as FSO systems [21]. The main idea behind BA relaying lies
in equipping relays with buffers (or data packet queuesh wit
the aim of storing information packets in these buffersluhé
quality of the link connecting the relay to destination bhees
favourable for data packet transfer. This eventually has th

Today’s Internet is a melting pot for a plethora of applica@dvantage of improving the overall throughput of the system

tions having different Quality-of-Service (Q0S) requiremts.

relative to the buffer-free case.

One critical QoS performance measure is the delay wherdn [12]-[16], BA parallel relaying was studied in the corttex

the delay requirements vary from one application to anothef RF systems. Thenax-link protocol was introduced in [12]
depending on the nature and the type of the consider&fere a time slot is devoted to either source (S) to relay
application [1]. For example, an application involving afR) transmission or relay to destination (D) transmission.
online virtual interactive environment is expected to havEO enhance the system availability, communication under th
more stringent delay expectations than a database backpx-link protocol takes place along the link having the best
application or even a non-real time file transfer applicatioduality among all available S-R and R-D links. Tineax-

In light of this discussion, this work, unlike previous sies] link protocol, which was initially designed around Decode-
proposes to broadly categorize the data packets travellidgd-Forward (DF) cooperation [12], was then extended to
through Buffer-aided (BA) cooperative Free Space Opticle case of Amplify-and-Forward (AF) cooperation in [13].
(FSO) communication systems into Delay Tolerant (DT) arlénproved versions of themax-link protocol were provided
Non Delay Tolerant (NDT) packets. More importantly, thidn [14]-[16]. Specifically, the authors in [14] proposed to
study explores different scheduling, departure, and jpyiorimprove the average packet delay by prioritizing the seact
management procedures at the relay node for the purp®ethe R-D links, in a bid to ensure a faster draining of
of better catering to the diversified delay requirementshef tthe relays’ buffers. Further improvements were introduted

data packets traversing a BA cooperative FSO communicatiéy¢ max-link protocol in [15], [16] by accounting for both
system. buffer state information (BSI) and delay state information

(DSI) in the relay selection procedure. In point of fact, the
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distinguishing between buffers that are full, empty, ortin&i  the relay’s buffer is scheduled according to the QoS-agmost
full nor empty. On top of CSI and BSI, the authors in [16First Come First Serve (FCFS) discipline. However, FCFS is
considered also DSI by ensuring that packets exceedingla wabt well suited for dealing with prioritized data packet$is
defined waiting time threshold are dropped from the relaypaper proposes thus to equip the relay with a priority queue
buffers. that stores data packets according to their priorities avhil
In [17]-[21], BA parallel relaying was considered in thesupporting departure of packets in order of priority as well
context of FSO and hybrid FSO/RF systems. Particularly,la this manner, NDT packets are stored in the relays’ buffers
link allocation strategy was proposed in [17] for a multiusen front of the DT packets to ensure an expedited clearance
hybrid RF and mixed FSO/RF BA relay network. Thereinpf NDT packets as compared to the DT ones. This results in
multiple RF mobile users were assumed to transmit datduced queueing delay values for NDT packets relativedo th
packets over a RF link to a DF relay, which in turn forwardBT ones.
the received packets through a FSO link that is supported by
a RF backup system to the destination. The work in [17] wasIn this paper, the performance of the proposed QoS-
then refined in [18], where an efficient mixed RF and hybrigware system architecture is studied mathematically titrou
FSO/RF network that fully leverages the high transmissignMarkov chain analysis that derives closed form expression
rates of multiuser scenarios was presented. BA relay setectfor the delay as well as the packet loss experienced by the
was considered in [19] in the presence of both multiple ielaNDT and DT packets for any buffer size Valuable insights
equipped with infinite size queues as well as hybrid FSO/RFe also provided under the high Signal-to-Noise-RatioRBN
links. The authors of [20] proposed an adaptive transmissigegime. In this case, asymptotic expressions are presémted
scheme for improving the statistical delay-throughputiéra the delay and packet loss metrics. The asymptotic analysis
off in the context of cooperative hybrid RF/FSO backhawhows mainly that the performance of the system depends
networks. The transmission scheme was shown to enhancestiengly on whether the relay is closer to the destination or
maximum supportable arrival rate of such networks. Finallgloser to the source. Finally, this paper proposes the idea o
the problem of BA relay selection for cooperative FSO systerglass of service mutation in an attempt to strike a proper
with multiple relays was investigated in [21] under the igtal  balance between the performance of NDT and DT packets.
assumption of finite size relays’ buffers. The authors dfhe idea of class of service mutation is driven mainly by the
[21] proposed multiple relaying protocols whose respectineed to prevent NDT packets from severely penalizing the DT
performance was contrasted and analyzed through a Markwckets under low to medium SNR regimes. Under class of
chain analysis. service mutation, an incoming DT packet is probabilistical
The process of routing delay tolerant (DT) as well as noitreated as an NDT packet and consequently, is given equal
delay tolerant (NDT) data messages received wide attentiorstatus to an authentic NDT packet residing in the relay’s
the context of different types of systems. For instanceatine buffer. This allows for a probabilistic improvement of the
thors of [22] tackled the problem of scheduling the forwagdi performance of DT packets without drastically degrading th
of real-time and non-real time data packets at sensor nogxesformance of NDT packets. The main contributions of this
with a view to reducing sensors energy consumptions apéper can be summarized as follows:
end-to-end data transmission delays. Their simulationltes
highlighted the ability of their so-called dynamic multiéd
priority packet scheduling schemes to both reduce the geera « A novel priority-aware FSO BA relaying scheme with
data waiting time and balance energy consumption. In [23], QoS differentiation is proposed. Unlike previous studies
the concept of prioritized multi-stream traffic is studied t on BA cooperative FSO communication systems that con-
highlight the impact of prioritized uplink transmission on sidered First Come First Serve (FCFS) queues at the relay
the performance of Internet of Things devices. In the same node without regard to quality of service differentiation,
spirit, [24] surveys the different routing and data disseation the present study demonstrates the ability of priority
techniques that can be used when forwarding messages in queueing at the relay node to ensure a preferential treat-
delay tolerant networks. This study complements these and ment of data packets based on their delay requirements.
the many other existing studies by considering the probleme This paper introduces the novel concept of packet muta-
of routing DT and NDT packets while accounting for the  tion whereby the delay of DT packets can be improved
particularities of cooperative FSO communications. without incurring a violation of the delay requirements
To the authors’ best knowledge, none of the surveyed studies associated with the NDT packets.
revolving around BA cooperative communication considereds A Markov chain framework is developed with a view to
the fundamental problem of QoS-aware data packet proggssin  accurately derive the packet loss and average packet delay
at the relay node. Therefore, this paper proposes to render for the considered BA cooperative FSO communication
BA cooperative FSO communication systems QoS-enabled system. An asymptotic analysis is also provided for the
by employing a priority-aware scheduling discipline at the sake of offering clear and intuitive insights on the system
relay node for the purpose of servicing the NDT and DT performance for high SNR.
packets joining the relay’s buffer in a way that is consisten « Lastly, an in-house discrete event simulator is used to
with their respective delay requirements. In fact, to déte, validate the accuracy of the results emanating from our
has been assumed that the departure of data packets from analytical Markov chain framework.
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Fig. 1. System model of a BA FSO communication system with Qii8rentiation.

Il. SYSTEM MODEL minimize the queuing delays experienced by the NDT packets,
these packets are stored in the relay’s queue according to a
Consider the case of a source (S) communicating withh@ad of the line priority discipline. This means that the NDT
destination (D) through a relay (R) equipped with a buffer gfackets queue up at R in front of all of the DT packets that
finite size denoted by, as depicted in Fig. 1. Decode-andcan start exiting the queue only when all the preceding NDT
Forward (DF) relaying is assumed where the packet receivesickets are transmitted to D. Given that the queue has a finite
at R is decoded, stored, then retransmitted when the changigacity, packet loss may be experienced at R where some
conditions along the R-D link are favorable. packets might be dropped from the rear end of the queue.
The particularities of FSO transmissions render the ratayiln this context, the NDT packets will also be given a higher
problem different from that considered in radio-freque(iRlf) priority in accessing the queue where a DT packet can be
systems. (i): Unlike RF antennas that can be used for battopped from the rear end of a full queue to make room for
transmission and reception, FSO nodes must be equipped veithincoming higher priority NDT packet.
lasers for transmission and with photo-detectors for reggep A Markov chain analysis will be adopted for studying the
as shown in Fig. 1. These distinct components can be c@®n system [12]. A state of the Markov chain is represented by
trolled independently, thus, offering additional degreEBee- the numbers of NDT and DT packets present in the buffer. The
dom in the system design compared to RF communications.date will be denoted bly= (Ipr, Inpr) Wherel pr andly pr

particular, FSO nodes operate naturally in the full-dugl®) stand for the numbers of DT and NDT packets, respectively,

mode where simultaneous reception and transmission can t@hth 0 < I,,; £ Ipr + Inpr < L resulting inwf”)

place at the photo-detector and laser placed at R, respBttivpossible states. Defining the sétas £ £ {(Iy,l3) | I1 >
(ii): The different FSO links do not interfere with each atheg ,15>0, 0<1l+ly < L}, the evolution between the states
owing to the high directivity of the laser light beams. AsIsuc will be described by the transition probabilitiés 1} 1.1ye o2

multiple transmissions can take place simultaneously fﬁ)mwheretlyll stands for the probability of moving from state
and R without interference. (iii): Unlike the broadcasturat tg statel’.

of RF transmissions where the signal transmitted from a noderpe communications between the nodes will be established
can be overheard by all neighboring nodes, FSO links are L%ough intensity-modulated with direct-detection (INDP
implying that a signal transmitted to a certain node can®ot g5 Jinks where the transmitted symbols are carved from a
detected by othgr nodes in the network. For example, in Fl,gnary On-Off-Keying (OOK) signal set. We consider the case
1, the optical signal transmitted from S to R cannot reacl} packground noise limited receivers where the shot noise
D. The full-duplexity feature (in the absence of interfereN c4sed by background radiation is dominant with respetteio t
has a direct impact on the queue dynamics where a packier noise components [3]. This results in an IM/DD system
can exit the buffer while another packet can concurrentiyrypted by a signal-independent additive white Gaussian
enter this buffer. This radically affects the Markov chaip,ise (AWGN) whose variance will be denoted Ny. We will
analysis as we.II as the packet loss qnd delay derivatiogs,, adopt the widely approved gamma-gamma turbulence-
presented in this paper. It is worth noting that RF systeni&jyced fading model for capturing the scintillation aldhg

can operate in the FD mode where two antennas are deployg jinks. An FSO link will be in outage if the signal-to-neis

at the relay (one for reception and the other for transmmgsio 5o (SNR) falls below a threshold level;, that ensures the

However, this requires the implementation of involved selfsignal decodability. For gamma-gamma fading with AWGN
loop-interference cancelation strategies unlike the c&$650 5ise. the outage probability of a link of length can be

systems where the FD operation is spontaneous. Finally, 18-, 1ated from [8]:
analysis presented in this paper can be readily appliedego th
case of RF FD communications under the assumptions of no
self-loop-interference and absence of a direct link beiwse Poul(d, Par) =
and D. 1 21 [ a(d)B(d)
. . N R L3 | A N T

We assume that a packet is generated at S every time slbt(d))I'(5(d)) G(d)[Prr /Niink]
With probability pypr, the packet is a high priority NDT ) - ) )
packet that needs to be delivered to D with the least possi¥BereGy ;" [.] is the Meijer G-function and'(.) is the gamma
delay. With probabilityppr = 1 — pypr, the generated function. G(d) = (%)Qe*“(d*dw) is the gain that arises
packet is DT with a lower priority relative to NDT packets. Tavhen the links are shorter that the S-D link of lengip,

1
a(dm(d),o} - @




- R then processes an incoming packet received from S
(if any). If the buffer is not full (after the transmission
attempt), any incoming packet can be stored in the buffer,
where a NDT (resp. DT) packet is stored behind all
of the already present NDT (resp. DT) packets. If the
buffer is full and a DT packet is received at R, then this
low priority packet will be dropped. If a NDT packet
is received, R drops any DT packet already stored in the
queue (if any) in order to accommodate the incoming high
priority NDT packet. If all of the already stored packets
are of the NDT type, then the received NDT packet will
be dropped.

Based on the above proposed relay buffering strategy, the ND
packets are given preference whether in exiting or in emgeri
the buffer at R, thus reducing their corresponding queuing
delays and packet losses. NDT and DT packets arrive at R
with the following probabilities:

Generate Packet
ats

DT packet loss

No
NDT packet loss
Is R's buffer filled

with NDT packets?,

s DT pkt at front an
R-D Available?

Fig. 2. Flow chart of the priority-aware BA relaying protdco

. . - =(1- ; =(1-— 5
whereo is the attenuation coefficient [3]. The parameters of anpr = (1=ppxpr 5 apr=(1-=pppr, ()

the gamma-gamma distribution are given by: where these packets can be detected at R only if the S-R link
12/5 1 is not in outage. With probability — axpr — apr = p, no

a(d) = {GXP (0-490%((1)/(1 + L.1log (d))7/6) - 1} ., packets arrive at R following from the outage of the S-R link.

2)
) 12/5, 5/6 1 B. Transition Probabilities and Steady-State Distributio
pld) = {eXp (OblaR(d)/(l +0.6905"(d)) ) - 1} ’ We will next evaluate the transition probabilities
tiy fayecz. Following from the full-duplexity o

@) {trtan Following f he full-duplexity of FSO

where the distance-dependent Rytov variance is given Bymmunications where R can simultaneously transmit and
U}z%(d) _ 1'2303,{7/%11/6 with & andC2 denoting the wave réceive within the same time slot, the transition probtbési

number and refractive index structure parameter, reségti €an be written under the following general form in case the
In (1), Py stands for the optical power margin that iduffer is not empty (so that a packet can be transmitted):
r]ormalized b_yN“nk, which stands _for the total numper of ty = qtfolz (1 q)tfllz ;14 (0,0), (6)
links. For a single-relay systenVix is equal to2, following ’ ’

from evenly splitting the optical power along the S-R and R-Where tfol) (resp. tf}l?) stands for the conditional transition
links in the absence of channel state information. The powerobability when the R-D link is (resp. is not) in outage. &),(
margin is related to the threshold SNR By, =i the probability (1 — q)tf}ﬁ accounts for the event where the

=7 Novon ; .
wheren is the optical-to-electrical conversion ratio ar%aﬁs FD relay concurrently transmits and receives. For example,
the signal energy per bit. tLll? = anpr (resp. tﬁ? = apr) implies that a packet

Following from (1), the outage probabilities along the S-Rvas transmitted from R and a NDT (resp. DT) packet was
and R-D links will be denoted by: successfully received at R.

The statel’ can be written ad’ = 1+ (§;,42). and the
p = Pouldsr, Prxr) ;5 4= Fouldro, Par), (4)  following cases arise.
wheredsg and drp stand for the lengths of the S-R and R-D Case 1:1 = (0,0). In this case, the buffer is empty and
links, respectively. no packets can be transmitted from R to D. This results in
t0,0),0000 = 1 — anpr — apr, t0,0),0,1) = anxpr and

t0,0),1,00 = apr depending on whether no packet, a NDT
. . packet or a DT packet is received at R.
A. BA Priority Relaying Case 2:1 = (0,1), where the buffer is full with NDT
A flow chart of the priority-aware relaying protocol is showrpackets. In this case, if the R-D link is in outage (with
in Fig. 2. (i): If the buffer is empty, no packets can bgyrobabilityq), the buffer remains full and no incoming packets
transmitted from R. In this case, any incoming NDT or Dtan be accommodated at R since all packets in the buffer have
packet can enter the buffer. (ii): If the buffer is not emghe the highest priority. Otherwise, a NDT packet exits the queu
sequence of actions taken by R is as follows: at the beginning of the time slot resulting in the following
- At the beginning of each time slot, R attempts to sengbssibilities. (i): If a NDT packet arrives (with probalbyi
a packet to D where a successful attempt takes plaeg pr), (d1,92) = (0,0) since one NDT packet is transmitted
with probability 1 — ¢q. The transmitted packet is of theto D while another NDT packet is received from S. (ii): If a
NDT type if Ixpr # 0 and of the DT type otherwise if DT packet arrives (with probabilitypr), (61,02) = (1, —1)
Ipr # 0. since one NDT packet is transmitted to D while a DT packet

Ill. PERFORMANCEANALYSIS



is received from S. (iii): Finally, if no packets arrive at Rith  where, denoting the number of states by = % I

probability 1 — aypr — apr), (81,02) = (0,—1). Therefore, is the L, x Ly identity matrix,B is the L x L, matrix whose
to,),0,0) = ¢+ (1 = @)anpr, to,0),1,.-1) = (1 —¢)apr elements are all equal to 1 ahdis the L, x 1 vector whose
andt(o,z),c0,.—-1) = (1 = ¢)(1 —axpr — apr). elements are all equal to 1. The components of thex 1
Case 3:1 = (L,0), where the buffer is full with DT vectorm will be numbered as;,, 1, ., Which stands for the
packets. In this case, the following transitions are pdssibprobability of havingpr DT packets andy pr NDT packets
() t0).z.0) = a(1 — anpr) + (1 — ¢)apr, where the in the buffer at steady-state f0tpr, Inpr) € L.
occupancy of the buffer remains the same either if the R-DA simple closed-form evaluation of the stationary distribu
link is in outage and no NDT packet arrives at R (otherwigéon in (7) for an arbitrary value of. seems to be out of
this packet will take the place of a low priority DT packet ifeach. An adequate remedy to this limitation resides in-eval
the queue) or if this link is not in outage and a DT packetating the steady-state marginal distributiofis™ """}~
arrives. In the last case, a DT packet is transmitted whiénd {wl(t"t)}fzo for the number of NDT packets and the total
another one is received which is possible since R is fultumber of packets, respectively. This approach not onlgrsff
duplex. (ii):t(z,0),(L—1,00 = (1—=¢)(1—=anxpr—apr), where more insights into the achievable performance levels, but i
a DT packet is transmitted while no packet is received.: (iiiplso sufficient for evaluating the packet-loss and paclkésyd
tr,0),(—1,1) = (1 = @)anpr + qanpr = anpr since with in exact closed-forms as will be highlighted in the subseque
probability (1 — ¢)anypr @ DT packet will be transmitted section.
and a NDT packet will be received, while with probability The evaluation of{wl(J\”:’T)}lL:0 is possible since the NDT
ganpr NO packet is transmitted implying that the incomingraffic is not affected by the DT traffic. In fact, the arrival
NDT packet will take the place of a DT packet. of a DT packet will not affect the number of NDT packets
Case 41 = (Ipr,Iypr) With Iypr # 0 andipr+Iypr # Present in the queue since the DT packets are queued behind
L. The possible values @6, 6,) are as follows. (i){d;,d,) = the NDT packets (if empty buffering positions are available
(0,0) with probability ¢(1 — axpr — apr) + (1 — ¢)aypr, Similarly, a DT packet can not be transmitted to D unless
where either no packet is transmitted and no packet is regeiwll NDT packets have been transmitted from the queue. On
or a NDT packet is transmitted and another one is receivélle other hand, observing the total number of packets withou
(ii): (01,62) = (0,1) (resp.(d1,62) = (1,0)) with probability any distinction between their types is equivalent to ariatyz
qanpr (resp.qapr), where no packet is transmitted and & queue where packets arrive with probability— p and
NDT (resp. DT) packet is received. (iii\d;,d2) = (0,—1) leave with probabilityl — ¢ which directly leads to the
with probability (1 — ¢)(1 — aypr — apr), where a NDT evaluation Of{wl(wt)}f:o in a straightforward manner. It is
packet is transmitted and no packet is received. (%);5,) = worth highlighting that this approach does not hold for the
(1, —1) with probability (1 — ¢)apr, where a NDT packet is DT packets since the arrival and departure of these packets i
transmitted and a DT packet is concurrently received withitighly influenced by the number of NDT packets present in
the same time slot. the queue. Moreover, even the arrival of a single NDT packet
Case 51 = (Ipr,0) with Ipr # 0 andipy # L. Similar to will have its impact on the number of DT packets in the queue.
case 4, the possible transitions and their correspondioiggpr ~ Proposition1: Defining the probabilitiegp;(\)}/-, as:

-1

bilities are given byt = ¢(1—anpr —apr)+(1—q)apr, .

tL14(0,1) = 9aNDT, t14(1,00 = 9aDT, tiip(-1,0) = (1 — po(A) = ¢ [1—{4 —(1- Q)] A qA

q)(1 —anpr —apr) andty 1,1y = (1 — ¢gJanpr. pi(N) = gr'po(N) , 1=1,..., L 7 (I=g)(1=A)
Case 61 = (ZDTalNDT) with IpT 75 0, INDT 75 0 and (8)

Ipr +Inpr = L. In this case, the packet to be transmitted ithen:
NDT while an incoming NDT packet will replace a DT packet ) (tot)
in the queue. The scenarios that might arise are as follaws. (" =pilanpr) s m 7 =p(1=p) for 1=0,.... L.
(61,62) = (0,0) with probability (1 —q)an 7+ ¢(1— an ), _ o _ ©)
where when no packet can be transmitted (with probability ~Proof: The proof is provided in Appendix A. u
q), no NDT packet must arrive to keep the occupancy of the

buffer unchanged since this packet will take the place of @ Packet Loss (PL) and Average Packet Delay (APD)

DT packet in the queue. (ii): Similar o the PreVIOUS Cases .ot \ve evaluate the Packet Loss (PL) and Average Packet
(91,02) = (0,—1) and (01,02) = (1, 1) with probabilities Delay (APD) for the NDT packets. NDT packet loss can
(1-¢)(1~anpr—apr) and(1 —qg)apr, respectively. (ii): o experienced either at S or at R. At S, a NDT packet
(01,02) = (=1,1) with probability gy pr, where, for a full generated with probability y o1 will not reach R if the S-R
queue, a D_T packgt _needs to be dropped to accomodatqiﬁ!g is in outage with probabilityp. On the other hand, with
incoming higher priority NDT packet. probability o pr, the NDT packet will arrive at R. Now,
Putting the probabilitiegt, } )2 together to form the f the puffer is not full or if it was full and a packet was
state transition matrixI' results in the following expressionsuccessfu”y transmitted from the buffer at the beginnifthe
for the steady-state probability vector [12]: time slot, then the arriving NDT packet can be accommodated
into the buffer. Similarly, if the buffer remains full (afte¢he
m=(T-1+ B)f1 b, (7) transmission attempt at the beginning of the time slot) and



there exists at least one DT packet in the queue, then Hn,@’DT))CI, Wherew(Lt"t)—w(LNDT) is the probability of having

arriving NDT packet can be stored in the queue where atfull buffer with at least one DT packet. As a conclusion, DT
replaces an existing DT packet. Particularly, the DT packptckets are lost with the following probability:
at the rear end of the relay’s buffer is pushed out of the queue

: X S (DT) _
to make room for the incoming NDT packet, which is inserted Foss = = (1 = pnDT)P
behind all of the N_DT packets (if any) glready pres.ent.in the + ozDT?T(LtOt)q + anpr(n
buffer. Therefore, if a NDT packet arrives at R, it will be _ _ _
lost only if the buffer is completely filled with NDT packets  SinCelio: = Ipr+Inpr, thenLio = Lpr+Lnpr, Wherg
and the R-D link is in outage resulting in an unsuccessftio: Stands for the average number of packets present in the
clearance of one of the NDT packets already present in tHeeue (regardless of their type). Following from the sinitijya

buffer. Consequently, the NDT PL can be evaluated as followf the distributions ofy pr andlie; from (8)~(9), Lot can be
determined from (12) for the value efgiven byr = 9(-p)

£ =m0 (14)

. (1—q)p”

Ré]s\;DT) = PNDTP+ANDTTO,Lq = pNDTp+04NDT7T(LNDT)q, Therefore, the average number of DT packets in the qugue can
(10) be determined from:
wherer, , = 7?7 sincelypr = L implies thatlpy = 0 o .
with no uncertainty. Replacing" ”"” by its value from (8)- .. — Lri™ =L+ D™ +n B
(9) results in an exact closed-form evaluation of (10). =T — (1= gri+ (1= 29)r1 +¢
Following from Little’ law [25], the APD of the NDT Lr2L+2 L+ 1)T2L+1 Ty
packets can be calculated from: S 5 (15)
ry =y = (1= gri+ (1-2q)r2 +¢

pwor) _ Lnvor i1

" inor (11) wherer; = 42 andp, = —qonpr

(1—q)p (1*1161*04NDT) ) .
_ The output throughput of the DT packets can be determined
where L ypr stands for the average number of NDT packetsym-

in the queue whilenypr stands for the output throughput (tot) _(NDT)
of NDT packets at R. The first term in (11) results from the’ipr = apr —aprn, q—anpr(r,” —m; " 7)g, (16)

queuing delay at R since several attempts might be needed,g.re the last two terms capture the reduction in the effecti
succ;t_essfully transmit a packet along the R'[_) ,I'n,k while thgrival rate that results from dropping the DT packets due to
addition of a value ot results from the deterministic delay of ;i qr- a) the relay’s buffer being full ob) the arrival of a

one time slot required for delivering the packet from S to Rypt packet at a full relay’s buffer having at least one DT
Following from (8)-(9) and after straightforward calcudats, packet.

L NDT) ) _
the average lengthypr = 3" Im can be determined = Next we evaluate the APD for the DT packets, which we

(tot)
L

as follows: denote byD(PT). The preemptive nature of the considered
- Lrb+2 — (L4 1)rltl 4y finite capacity queueing system at R renders the analysis
L = (DT) ; o
NDT FIFE L (1= + (1= 2)r + q] of D more involved as compared to that pertaining to

NDT packets. Hence, we provide in Appendix B a detailed

q

;o T= NoT . (12)  derivation of D(PT), whose closed-form expression is found
(1-q)(1 —anpr) - .

to be given by:

The throughput)y p7 can be determined from the following

expression: JR— ) X
nnpr = anpr (1 — m.Lq) = anpr (1 _ 7T(NDT)q) 1 — gn(D
| L 7 L ((q=1)0G—1)+ )m + (1—g)m"™| L
(13) Z i—1 i Z .
where the value ofr{"”") from (8)-(9) can be replaced in — o > st
(13). Equation (13) follows since a NDT packet arriving at R~ iz .

(with probability oy pr) can enter the buffer as long as the

buffer is not filled with NDT packets or at least one packe¥herea;o ands;; are defined in (38) and (39) provided in

exited at the beginning of the time slot. Appendix B. Moreoverj(i — 1) is the function that is equal
Three events can trigger the loss of DT packets. (i): TH@ 0 if i =1 and tol otherwise.

outage of the S-R link implying that a DT packet generated at

S (with probabilityl —py p7) can not reach R. (ii): The arrival D. Asymptotic Analysis

of a DT packet at a buffer that is full with the R-D link being |n this section, we carry out an asymptotic analysis that

in outage. The corresponding probabilityd@Tth"t)q where holds for Py, > 1..

the specific numbers of NDT and DT packets in the buffer are proposition2: The steady-state distribution in (7) tends

not important since the arriving packet has a low priorii):( asymptotically to:

The third source of DT packet loss corresponds to the event

of dropping a low priority DT packet from a full queue so { (m1,0,m0,1) = (1 = pNDT, PNDT), p>q;

that a high priority incoming NDT packet can be inserted into | (7z,0,72-1,1) = (1 = pnDT,PNDT), P <4

the buffer. The corresponding probability &SNDT(W(;Ot) — i Tiprinpr — 0 Otherwise (18)



Proof: The proof is provided in Appendix C. H and (14) results in;

Equation (18) shows that the system performance depenq§<NDT)
on whether R is closer to D or closer to S. Even though the I?ZST)
outage probability of buffer-free relaying systems is mizied ~ Poss = — (1 = pnpr)p+ (1 — p)g = ¢ = max{p,q}, (21)
for p = ¢ (ie. dsg = drp for symmetiic scintillation ;0 e replacement in (13) and (16) shows thatrr —
along the two hops), other asymmetric relay placements (|aeNDT — (1 - p)pnpT — pyor, While npr — (1 — p)(1 —
dsr > drp and dsg < dgrp) need to be considered for NDT — q) = 1 — papr. From’ (18), Ly pr — pnpr and
the following reasons. In fact, relays correspond to eith%t . — L implying that Ly — L,— pnpr from (15)
dedicated or undedicated nodes. Dedicated relays areymbloTherefore, the asymptotic delays can be obtained from (11)

by the system engineers with the sole objective of relayir(ljlq]d (17) as follows, demonstrating again the applicabiity

information from one node (S) 1o another node (D). On thﬁttle’s law to the calculation of the APD of DT packets for
other hand, undedicated relays correspond to the tramxsenbigh SNR regimes:
e

of neighboring users that are not deployed for the sa
of assisting S in its communication with D, but they areDWVPT) — 2,

— pNpTP = PNpT Min{p, ¢},

independent entities that have their own data to commumicat (D7) (L—1) L —pNDr
Since these relays are in the geographical vicinity of S and - (1—(1—ppnor) +1+1—= 1—pnpT +1.
D, then they can assist the communication between S and D (22)

if they have no data to communicate. While the positions of For d dor § 18) the buff . |
the dedicated relays can be optimized, exploiting neigingor " °" sR =~ dro, from (18), the buffer contains only one
users as relays constitutes a cost effective solution thes upacket at_ steady—stg_te where this packet is a NDT (resp. DT)
the existing network infrastructure. Even though the placga(_:ket with E.rObab':ltypN LI)IT (resp.lll— f N DT).hRegaf;dlesvg
ment of dedicated relays can be controlled, yet the relati8f1 |t_s type, t IS pac Et_ will eventua y leave the bufter wit
high probability during the transmission attempt from R

dsr = drp might be hard to achieve because of the presen%e he beainni f th . | . R is cl
of obstacles (that hinder the LOS FSO communications) gf the beginning of the next time slot since R Is closer to

because the equidistant point might not be geographicalty Therefore, both type; of packets W”.I be delivered to_ D
feasible (it occurs in a river or road, for example). Morepve ith the same asymptotic delay as predicted from (20) since

since adjacent users can be located at arbitrary positibes, the DT traffic is not penalized by the presence of the NDT

dsr > drp OF dsg < dro if the user cooperation strategy iSpackets. Moreover, since the buffer is never full at stestaye

(tot) .- . . .
to be implemented with the existing infrastructure. It iscal ("~ — 0), then the probability of dropping an incoming

important to highlight that the theoretical conditidgs — drp ~ P2CKet (whether DT or NDT) is negligible implying that the
is almost impossible to realize in realistic networks. Intfa Packet loss is dominated by the outage of the S-R link when

these distances are in the order of few kilometers and Bgiftithe packet cannot reach the buffer. This is demonstrated by

” i X (NDT) (DT) :
the relay’s location by a few meters while deploying th&L9) where bothF, ;™" and P~ are proportional tg. As

network will favor lower outages along one of the two hop@ conclusion, whemsg > drp, comparable levels of service
compared to the other hop. are guaranteed for both types of traffic since the buffer is

. ] . not congested in this case. Whelar < dgrp, the arrival
(1%[)1)% > a (e C(ltsﬁ) > dro): Equation (18) shows that . i o eyceeds the departure rate resulting in a buffer tha
s — 0 andw;"’ — 0. Replacing these values in (10). full all the time (,T“‘)t) 1). Moreover, from (18), the
and (14) results in: IS ull-a ' L= ver, ’
buffer is congested with DT packets whekte- 1 and L DT
(NDT) packets are stored in the buffer with probabilitigsp and
Boss = PNDTP = PN DT MaxX{p, 4}, 1 — pnpr, respectively. This substantial queuing of the DT
P,gEST) — (1 —pypr)p = (1 —pypr)max{p,q}. (19) packets increases the asymptotic delay of this type of packe
where D(PT) increases with the buffer size as predicted from
(22) while the presence of at most one NDT packet at the head
of the queue justifieD™¥PT) = 2 independently from the
buffer size. If no packet is capable of exiting the full queue
at the beginning of the next time slot (with probabiligy,

Similarly, replacingw(LNDT) — 0 and W(Lt"t) — 0in (13)

and (16) results imy pr — anpr = (1—=p)pnpr = PNDT
ananT — apT = (1 —p)(l—pNDT) — 1_pNDT- Flnally,

NDT NDT .
frg(r)r;)(lS),yré . )= 1=pNnpT andr; """ — pyor, While 0 the arrival of a packet at R will incur the drop of a DT
m° = L This results inLypr — pyor and Liot = 1 pacpet justifying the fact thab "™ is proportional tog in
implying that Lpr — 1 — pypr from (15). Cpnsequently,_21). On the other hand, if a NDT packet reaches R (with
the delays in (11) and (17) tend to the following asympto“%robabilityl—p), then the probability of dropping this packet

vr?luesl, cllequy hifgf;lligf:::g tr}eDgrpplicibilit){ ofhlfittke’lavx./ 0 s aimost zero asymptotically since the number of stored NDT
the calculation of the 0 packets in this case: packets is much smaller thah implying that ngs\;DT) is

proportional top as demonstrated in (21). As a conclusion,

NDT . DT . L .
D! J 2 DD 2, (20) when dsg < drp, the level of QoS differentiation is more
pronounced BX"") < PO and DVPT) < p(OD))

2) p < q (i.e. dsr < drp): Equation (18) shows that following from giving the NDT packets a higher priority in
w(LNDT) — 0 and wfoﬂ — 1. Replacing these values in (10)the congested buffer.



3) Conclusions and impact of relay placememhe follow- solution can be used to improve the average packet delay
ing conclusions can be drawn from the performed asymptoggperienced by the DT packets without violating the average
analysis: delay requirements pertaining to the NDT packets.

« Equations (20) and (22) show that the NDT packets canWith packet mutation, a DT packet can be mutated into a
be delivered with the smallest possible delay value of tW§DT packet with probability3 thus increasing the priority
time slots regardless of the relay position. Therefore, B§vel of the DT packet by treating it as a NDT packet.
prioritizing the NDT packets, the proposed scheme fulfillsollowing from this mutation, the packets can be classified
the target of delivering the NDT packets to D with thénto three types at the source. (i): The authentic NDT packet
best possible APD value. denoted by ND7, generated with probabilityx p7. (ii): The

« The scenariodsg > drp favors the reception of the authentic DT packets, denoted by DTorresponding to the
DT packets with the minimum APD value of two atDT packets that are not mutated. These packets are generated

the expense of penalizing the NDT PL that scales #4th probability (1 — pxpr)(1 — 3). (iii): The mutated DT
max{p, ¢}. packets, denoted by Ly that are generated with probability

« The scenarialsg < drp favors the reception of the NDT (1 —p~pr)B. The queue at R will treat these packets as NDT
packets with a smaller PL that scalesmam{p, ¢} at the packets; however, their loss and delay must enter in thetcoun
expense of increasing the DT APD above two. of the DT PL and APD. _

. The asymptotic analysis reveals that there is no optimal D%n(;tmg the Pa%% losses in (10) and (14) as
relay placement where different placements will resuffioss ~ (PnpT) @and Poss' ' (pnpr), respectively:
in different levels of tradeoff between the performance (NDT)

{ pNDT, + P01, = Poss  (PnDT + (1 = pnDT)B)

metrics of the NDT and DT traffics. Denote by region- (DT
pot, = Poss ' (PnDT + (1 = pNDT)B)

1 and region-2 the sets of points for whidggr > drp

anddsg < drp, respectively. While the asymptotic APD (23)
remains constant over each region, decreaslgg in Wherépnpr,, ppr, andppr, stand for the losses of the
region-1 will concurrently reduce the PL's of the NDTPackets that are of type NQTDTn, and DT,, respectively.

and DT traffics while decreasing this distance in regiorgiven that the authentic NDT traffic accounts for a ratio

. . . A ___ _pNpr -
2 will decreaseﬂgévsDT) at the expense of mcreasmgof = rprilpyprp Of the total NDT traffic, then the

PPT)  As such, for dedicated relays, the vicinity of quations in (23) can be readily solved to yield the follogvin

loss i i inn-
constitutes a feasible region for placing R if the upmostL expressions in the presence of packet mutation:

priority is to be given to the NDT traffic at the expense Plgjsi,lr)nTut) = pnor, = tBAPD M ), (24)
of severely penalizing the DT traffic. The vicinity of the (DT)

midpoint between S and D also constitutes a valid option * lossmut— PDTrn +PpT,

if the PL of the NDT traffic is to be compromised for = (1 =) B ) + BT 0l ), (25)
the sake of reducing the PL of the DT traffic. Finally, it )

(m) & i
is not desirable to place R in the vicinity of D since thidVherépy pr 2 pnpr+(1—pypr)5 stands for the probabil-
will negatively impact the performance of both the ND‘I’_fty of having a NDT packet when the packet mutation strategy

and DT traffics. is applied. . _ _
On the other hand, denoting the input throughput in

(13) as nNDT(pg\’,’BT), then the input throughputs of the

E. Fairness between NDT and DT Traffics NDT, and DT, packets aretnypr (p%n[))T) and (1 —

The proposed BA relaying scheme gives full priority tof)??NDT(p%n,;))T). respectively. Similarly, the average queue

the NDT traffic while completely overlooking the incurreo\engthS of these types of packets can be determined from

consequences on the DT traffic. In this section, we introdungDT(pg\rfn[))T) and (1 — t)ENDT(pg\%T) respectively, fol-

the idea of packet mutation for the sake of achieving a “ert%wing from (12). Moreover, denoting the throughput given i
level of fairness between the DT and NDT packets. As with ttx%) aSnDT(p(m)

: . : , the throughput of DT is ).
initially proposed relaying scheme (with no mutation), ND (1—r])Vn?V€)T(p<m ) ughpu dis nor(pypr)
packets are still prioritized compared to the DT packetsrwh&®: - o Of the total DT packets
. L. L. (A=v)nnpr(pNpr)+nor (PN D .
packet mutation is introduced. However, the level of ptjori received at D are DT, ones that experience an aver-
of the NDT (resp. DT) packets is decreased (resp. increasedg delay equivalent to NDT packets, while the remaining
compared to the BA relaying scheme with no mutation. Thg 5 néﬂfg?v;bk) e packets are DJones experienc-
iori i ili —O)NNDT (P npT(p

level of _pnorlty can_be controlled by a_mutatlon probabnht i&‘ug a deIayNéJunivaIentthTDT packets.
£ as will be explained later. In practice, mutation shoul . . . , .

. : In light of the above discussion, the APDs with mutation
be introduced only when the delay experienced by the NDT . )

. ) an be determined from:

packets is found to be smaller than the maximum tolerab(fe
delay needed for the proper delivery of these packets. B thi DY PT) = pNDPT) () (26)

case, the parametét can be adjusted so that the increased

_ Lvor(05)r) + (1= Lnor(059:)

value of the APD of the NDT packets is still below the ) (m) +1,
tolerable threshold implying that the delay requiremerits o viNpr (Pypr) + (L= O)nvpr(Pypr)
the NDT packets are still met. Therefore, the mutation-Base (27)
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Fig. 3. Packet losses when R is closer to D. Solid lines cpamed to Fig. 4. Average packet delays when R is closer to D. Solidslioerrespond
the theoretical results while the markers (with no linesjrespond to the to the theoretical results while the markers (with no linesjrespond to the

numerical results. numerical results.
and advantages are the same for the NDT and DT packets where
(DT) the PL curves are practically parallel to each other at high
Dipur” = SNR. Similarly, the APDs tend asymptotically to the optimal
(1- t)nNDT(pg\’,”l%T) HINDT) [ (m) value of 2. While the scenari@l;, d>) = (3.5,2.5) results in
(1— t)nNDT(p%TBT) n nDT(pg\?%T) (Pvpr)  smaller PLs, the scenari@l;, d>) = (4,2) results in smaller

(m) APDs. Results show that in the considered scenarios where
nor(Pypr) (DT, (m) the buffer is not congested, the APDs of the NDT and DT
+< (m) m) )D (PnDr) ket bl ially fdr, dy) = (4,2
(1 =) nnpr (V) + nor(PV,) packets are comparable especia y fdr, d2) = (4,2).
(28) Fig. 5 and Fig. 6 show the PL and APD performance,
respectively, when R is closer to S where we consider the
where the delaysDV D7) (pvpr) and DD (pypr) are g scenariogdy, dz) = (2,4) and (di,da) = (2.5,3.5) for
given in (11) and (17), respectively. a total link distance of 6 km. As before, the numerical and
Replacing equations (19) and (21) in (24)-(25) as well 3feoretical curves overlap for the NDT PL, NDT APD, DT
equations (20) and (22) in (27)-(28) shows that the asynptop| and DT APD. For high values d,;, the asymptotic APD
PL and APD expressions in (19)-(22) hold in the case Qfues are as predicted by (22). Results in Fig. 5 confirm the
mutation as well. In other words, packet mutation maintaing,qings in (21) where the NDT packets profit from a higher
the same performance levels as the no mutation scheme dfsity advantage compared to the DT packets as evidenced
both DT and NDT packets under the high SNR regimey the siopes of the PL curves. In this scenario, the proposed
Nonetheless, the benefits of packet mutation for low SN laying scheme is clearly privileging the NDT traffic where

values will be illustrated in the next section. the performance gap is in the order of 18 dB at a PL®f?
for (dq,dz2) = (2,4). Finally, the QoS differentiation is highly
IV. NUMERICAL RESULTS dependent on the relay position. While the NDT traffic for

The refractive index structure constant and the attenmatithe scenaridd;,dz) = (2,4) experiences the minimum loss
constant are set t62 = 1.7x107'* m~2/% ando = 0.44 and delay, this improvement is realized by compromising the
dB/km, respectively. Unless stated otherwise, we assume tR&t traffic that experiences the highest PL and APD among
L =5 andpypr = 0.3. The relay is placed along the lineall packet types for all scenarios.
joining S with D and its position is determined by the vector Fig. 7 and Fig. 8 highlight the impact of the buffer size
(d1,d2) = (dsr, drp) (all distances will be expressed in km)on the PL and APD, respectively, where we compare the

Fig. 3 and Fig. 4 show the PL and APD performancg@erformance withl, = 4 and L = 8. For (dy,ds2) = (2.5,2)
respectively, when R is closer to D where we consider ti{ee. dsg > drp), results show that the buffer size does not
two scenariogd;,ds) = (4,2) and (dy,ds) = (3.5,2.5) for affect the PL and APD of both the DT and NDT packets
a total link distance of 6 km. Results show the close matah coherence with (19) and (20). In fact, (18) shows that in
between the theoretical and numerical results thus higtifig  this case the buffer contains only one packet almost always
on the validity of the presented performance analysis. &symptotically at steady-state. As such, adding extraespac
particular, the exact expressions in (10), (11), (14), 47 ére the buffer by increasing. from 4 to 8 does not noticeably
undistinguishable from the numerical results. At high SNRaffect the performance since this extra space is rarelypedu
the PL and APD curves match the asymptotic values providBesults in Fig. 7 and Fig. 8 show that these findings hold
in (19) and (20), respectively. In particular, the diversitfor practically all values ofPy,. For (d1,d2) = (2,2.5) (i.e.
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dsr < drp), results show that the PL is practically not affectegU€ue, the more time the DT packets (whose number is either
by varyingL in coherence with (21). In this case, as predictefi—1 0r L from (18)) will remain in the queue, thus, negatively
by (22), the APD of the NDT packets does not vary witfnpacting the DT delay. . .

L while the APD of the DT packets increases linearly with Fig- 9 and Fig. 10 show the impact of packet mutation for
L. This is demonstrated in Fig. 8 where the asymptotic D{Ff1,d2) = (2,3) and 8 = 0,0.4,0.8. It is worth highlighting
delay increases fromi.28 for L = 4 to 12 for L = 8, thus, that for 8 = 0, the relaying scheme with mutation simplifies to
validating (22). The justifications behind these obseovesi the initially proposed BA priority scheme (with no mutatjon
are as follows. From (18), there is at most one NDT pack#t Section 1ll-A where the full priority is given to the NDT

in the buffer whendsg < drp and, hence, all buffer sizesPackets while completely ignoring the corresponding cense
exceeding one will impact the NDT traffic in the same wayjuences on the DT traffic. In this context, it can be observed
On the other hand, the buffer is full and congested with Dthat settings = 0 in (24)-(28) results iR = P,
packets according to (18). As such, an arriving low priority3{s. ) .= PSo"), DINPT) = DINPT) and DI = poT)

DT packet will be dropped and an arriving high priority NDTsincer = 1 for 5 = 0. As highlighted in Section llI-E, the
packet will trigger the drop of a DT packet. Such scenarids wasymptotic DT PL and APD values are not improved relative
arise independently from the size of the buffer that willajw to the no-mutation strategy. However, huge gains are obderv
be filled at steady-state (regardless of its size). Consgtyle for DT packets in terms of delay performance for low SNR
the PL curves of the DT packets almost overlap foe= 4 values. This is achieved at the cost of an increase in the
and L = 8 since the drop of four additional DT packets irdelay experienced by NDT packets. FBx; = 7 dB, results

the former case will have an unremarkable impact on the Fig. 10 show that the initially proposed relaying scheme
continuous packet flow. On the other hand, the longer théth no packet mutation guarantees an APD2of for the
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NDT packets. Assuming, for example, that the NDT traffic Case 1:/ = 0. For an empty queue, no packet can be
can tolerate a delay up to 3, then the packet mutation stratdgansmitted to D implying that:
can be applied withs = 0.8. From Fig. 10, this approach D (29)
increases the APD of the NDT packets fr@n to 2.9 while 0,0 b
decreasing the APD of the DT packets fraB to 6.8. In Case 2: = L. For a full queue, the following transitions
other words, the reduction in the delay of the DT packetge possible:
was achieved while maintaining the delay of the NDT packets A
below the tolerated limit of 3. From Fig. 9, the PL of the (L.L = (=) +pA st =p(l=A) Zca, (30)
NDT packets was slightly affected by the introduced packghere, for the calculation of;, ;,, either (i): no packet can be
mutation. transmitted (with probability — 1) implying that no packet can
be received since the buffer remains full or (ii): a packet ca
V. CONCLUSION be transm_itted (with p.robabillityz) implying that an incomipg
packet (with probability\) will make the buffer full again.

In this paper, we proposed a novel relaying/bufferingvith probability (1 — \) one packet is transmitted while no
scheme suitable for full-duplex FSO communications withacket is received thus reducing the number of packets by one
NDT and DT traffics. The results obtained from both Markov Case 3: Foi # 0 and! # L, the number of packets in the
chain analysis and simulations demonstrated the abilithef buffer can remain the same, increase by one or decrease by

proposed priority queueing discipline to achieve lowergiel one according to the following probabilities:
for NDT packets as compared to DT packets. This allows for

a better enforcement of QoS differentiation in the contdxt 0 ;= A+ (1 —u)(1 = X) 5 t—1 =p(l =N =c_1

BA FSO communication systems. Class of service mutation C ot =1 — A 2¢. (31)

was also introduced as a means for strategically mitigating

the effect of NDT packets on DT ones. Finally, an asymptotic We denote byp; the probability of having packets in the
analysis highlighted on the impact of the relay placement érieue at steady-state. The balance equation at thelstate
the achievable diversity gains and APD values. This analy$s given by:

also showed the capability of the proposed priority-bufigr P A r
scheme in guaranteeing small delay values for the delay- Apo =co1p1 = Ry gy (32)
sensitive NDT traffic even in the presence of class of service
mutation. wherer £ U — __ar
u(1=X) = (1—q)(1-X)

At =1, (C_l + 01)131 = Apo + c_1p2 which, from (32),
results in£2 = 2 — . Similarly, the recursive application

P1 c_1
APPENDIXA of the balance equations for= 2, ..., L—1results in(c_1 +
Consider a buffer of sizé& whose dynamics are similar tocy)p; = c_1p141 + c1p;—1 implying that:
the dynamics of the NDT packets described in Section IlI-A. po Ps P

Denote by\ the probability of a packet arriving at the queue P pe == PL 1 =T (33)
and byu = 1—q the probability of a packet leaving the queue.

Denoting byl the actual number of packets in the queue, the Combining (32) and (33) results ip; = IT_alO for
following cases arise. Il =1,...,L. Following from this relation and the fact that




12

q(1—aypr) q(1 — aypr) + (1 — Q)aypr
/A AWNAY
1 - qanm qaypr, qflnmqazvn

(1-q)(A—aypr) (1—q)(1— aypr) 1-q)(1 - aypr)
Fig. 11. The random walk experienced by a DT packet at R.
Zfzo p; = 1 while using the geometric series sum formul&€ase 3P, _,; = ¢(1—anpr)+(1—q)anpr. Note that for the

results in the solution provided in (8). Finally, observitngit special case of = 1, we haveP, . = qanpr, P10 =1—¢q
a NDT packet (resp. packet of any type) arrives at the queaed P, .y =1 — P, — P1_,».

with probability ay pr (resp.1 — p) results in (9). The previously obtained transition probabilities can bedus
to construct the state transition matrix of the considered
APPENDIX B random walk and that we denote W9 2)x(r42)- This

In this appendix, we calcula®P7), the mean waiting time matrix is of particular interest as it will be instrumental i

of a DT packet given that it got accepted into the relay’s gued{nding the mean waiting time of a tagged.DT p?Ck%t that
and it was successfully transmitted 2 Note that the latter €Nters the relay’'s queue and gets served; thatDig)". _
event is referred to in what follows as a packet service eveff!iS objective can be achieved by deriving the mean time

D(PT) has two components, namely one component Capturip;babsorption into the stat@ of the random walk. The latter
the deterministic delay of one time slot at S, along with heot metric represents the average number of time slots required

one representing the delay at R, which we denot 7) by the tagged DT packet to reach the absorbing stated go
The approach used to obtai®”) and henceD®T) s thus into service. Through a simple rearrangement of thiessta
built upon the one-dimensionaIRran’dom walk depicteoi in I:iin P to have allL transient states of the random walk (namely,

11, and which describes the evolution of the position of a D € ones corresponding to statetiroughL) precedg the tW(_)
L ; . absorbing stateand L+ 1, P would take the following form:
packet within the relay’s queue over time.

The different states that make up the random walk can be
interpreted as follows. We tag an arriving DT packet when it Q R
enters the relay’s queue. The state of the tagged DT packet is Pryo)x(py2) = < OLXL ILXQ > , (34)
characterized by its position during the course of its resy 2L 2x2
in the relay’s queue. Note that in the state transition diagr

portrayed in Fig. 11, two speci_al states stand out, namely r\r,;,herelm is a2 x 2 identity matrix, 0., is a2 x I matrix
states of) and L+ 1. By convention, a state @ffor the tagged whose components are all equaltoQ; « ., is a L x L matrix

DT packet meat?s tha‘; the palckket gor: ser\r/]ed (k')'e" k;S SentcEthuring the transitions among the transient statesRand,

D). Morﬁoverr,]t € rand om wak reac eshtde a s;)rhlng ft%ea matrix reflecting the transitions between transient and
L+1, when the tagged DT packet is pushed out of the relaygqq hing states of the random walk. The fact that the last
queue by the subsequently arriving NDT packets, leading thiy , ;oys/columns of the? matrix are reserved for the two

toa DT packet loss event. If “pP” arrival at R,’ the tagged DJbsorbing state@ and L + 1 justifies the existence of the -
packet findsi NDT packets andi DT packets in the qUeUe, and0,.., matrices in the lower part aP.

then the random walk starts at state j + 1. ) ) )

Clearly, the position of the tagged DT packet is only affécte Itis we_II knoyvr_‘l that, in the context of an absorbmg random
by the arrival of NDT packets. Given that at most one NDYalk having a finite number of states, the maffix., —Qrxr
packet can be received per time slot, transitions betwelSninvertible [26]. Given the transition probabilities stro
adjacent states of the considered random walk are goverffedi9- 11, Irxr — Qrxy is a tridiagonal matrix with the
by the following three cases. Case 1: The tagged DT pack@fowing elements{I—Q); ;11 = —ganpr, (I-Q)ii-1 =
moves forward in the queue, if no NDT packet is received andl — 91 —anpr), I - Q)11 = 1 —4q(1 - anpr),
the packet at the front of the relay’s queue gets served. Cake Q)ii =1 —a(1 —anpr) = (1 - g)anpr fori # 1, and
2: The tagged DT packet moves backwards in the queue}f— Q)i =0 for [i —j| > 1.

a NDT packet is received and the front packet is not served.S; .1 = (I« —Qrxr) " is referred to as the fundamen-
Case 3: The tagged DT packet maintains the same positionaif matrix and its (i,j)-th element,;;, represents the expected
(): neither an NDT packet arrives at R nor a departure to Bumber of time slots the random walk is in transient state
occurs or (ii): an NDT packet arrives at R and the front packstarting initially from the transient state This rendersSy 1,
gets served. central in computing one of the fundamental performance met

Let P,_,; be the single step transition probability fronrics in our analysis, in particular, the mean time to absorpt
position to position; of the considered random walk. Theinto state). Owing to the fact thal; ., —Qr « 1, is tridiagonal
transition probabilities corresponding to the three aldisted and as stipulated in [27] where a formula for the inverse of a
cases can be found as follows, far < ¢ < L. Case 1: general tridiagonal matrix is provided;; can be determined
Pi1=(1—anxpr)(l—gq). Case 2:P;,,;11 = qanpr. as follows:
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Fig. 12. An embedded Markov chain model of the random walkegrpced by a DT packet at R.

packet wins if it goes into service, that is, it reaches abisgr

anpT) 01641 e state0 of the random walk. Based on this observation, a DT
(q ) P+ |f 1< Jj . . . .
o, 0o ’ . packet starting from position in the relay’s queue wins the
sy = Gimdin if i =7 (35) ; i i
i o, . J o game with a probability equal ta;y,. Given the structure of
((I_Q)(l_wgz)) bimidier i > the embedded Markov chain depicted in Fig. 12, it is clear
e . thata;, satisfies the following recurrence relation:
where 6; satisfies the recurrence relatiofy: = (1 — ¢(1 — .
anpr)—(1=q)anpr)li-1—qanpr(1—q)(1 —anpr)fi—2 i = w'az + v, ifi=1 (37)
for 2 < i < L, with the initial conditionsf, = 1 and uaiy1,0 +va;_1p0 if2<i<L 7

0, :_1 —¢q(1 —anpr). In addition,¢; follows the recurrence with a;p = 1 fori = 0 andaso = 0 fori = L+1. Solving (37),
relation: ¢; = (1 —¢(1 —anpr) — (1 = g)anpT)Pit1 = ysing an adapted version of the classical solutions ddtdea
ganpr(l = q)(1 —anpr)dire for 1 <i < L —1, with the iy 28] yields for1 < i < L+ 1:

initial conditions¢r,+1 = 1 and¢y, = 1 —g(1—anpr)—(1— -

q)anpr. Developing a closed form expression fjrand ¢; (1-¢)'(1 —anxpr)i™t y
. . . . aiO =
based on their associated recurrence relations is out ohrea glaktl — (1 —q)L+1(1 — anpr)F

However, it is still possible to find; and¢;, and hence;;, by L—itl L—it1 L—it+1 L—it1

exploiting the following observation. In fact, accordinjgthe (6" axpr —(1=@)" " (1 —anpr)"). (38)
guidelines given in [26], the so-called absorption probigbi  Having obtained:;y (anda; 1+1 = 1 — a;0) and following
matrix Ar 2, whose elements represent the probability dfom the relation given in Eq. (36) while capitalizing on the
ending up in one of the two absorbing states, can be obtairfadt that theR matrix has only two non-zero elements, namely

as follows: Rio=1—-q¢andR; r+1 = qanpr, We get the following
Apx2 =Srxr X Rpxa. (36) expression fors,;:
Note that the (i,j)-th element of matriA, that we denote ,
by a;;, is the probability of getting absorbed into absorbing (qo‘Nf_T);;ll‘ﬁle“fjgf“ if i <
statej € {0, L + 1} coming from transient staté As such, Sij = al'(ZElN(DTgff(l o aan oo (39
aip for i =1,...,L, gives the probability that our tagged e (=g (anpr)=T 1 8>

DT packet goes into service (i.e., reaches absorbing state Armed with Egs. (38) and (39), we proceed to calculating

of the random walk), starting from transient stat&imilarly, D%DT) next. Let N;; be a random variable representing the

ajr+1=1—aj for i=1,..., L represents the probability nymper of visits to statg beginning from staté. As stated
that the DT packet gets pushed out of the relay’s queue. Ngfgwiously, given thas;; is the expected number of visits to
that botha;o ands;; are needed to compute the mean waitingate, starting from transient state it follows that 2 [N; ;] =
time at R of a DT packet that gets served. Given that our aim. However, our objective is to find the expected valueVpf
is to find a closed form expression for the latter quantitys it given that the random walk reaches absorbing sta®o, let
necessary to find one farj, ands;; as well. In the sequel, ;) pe the event that the random walk gets absorbed into state
we derive f_lrst an expression fat;, vyh|ch we then use to coming from transient state Recall that P[G(i)] = aso.
‘(33?(;;‘3 up with a closed form expression fof, based on EQ. Therefore, the quantity of interest can be calculated dsvist

To evaluatea;;, an embedded Markov chain model of the N - B .
random walk given in Fig. 11 is considered. The embed- ENs|G0)] = ];)kpr[Nij = k|GG)]
ding points of time are those at which an actual transition o ,
out of a state occurs. This enables us to remove the self- = kar[Nij - k’G(z)]. (40)
loops from the original Markov chain model of the random =0 @io
walk, simplifying thus the analysis. When constructing the Let
embedded Markov chain, the transition probabiliey,; is
replaced by-2=i- [26]. Letting, for2 < i < L, u =

fi; be the probability of ever visiting statg coming
from statei. As discussed in [26]f;; can be expressed as a

T-Pi; function of s;; as follows:
Pisiv1 _ qanNDT v=1—-u u = Loz _—
1-Pi qanpr+(I—anpr)(1—q)’ ' 1-P1y 1 Sij ; .
Taidibt—, andv’ = 1 — v/, we get the embedded Markov fi=1—— 1 fij ==L for i#j. (41)
chain moc?el of the random walk that is given in Fig. 12. S 54

This results in a special type of random walk that commonly f;; can be used to find PN;; = k, G(i)] as follows. In
arises in the context of the classical gambler’s ruin pnwblepoint of fact, the eventN,; = k, G(i)) denotes the event of
[28]. In the context of our considered problem, a tagged Ddisiting k& times statej beginning from transient staiebefore
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absorption into stat®. This reduces to moving from state  Similarly, for the casen < ¢, we will prove that the states
to statej, then moving from statg back to statej (k — 1) {(L,0),(L — 1,1)} form a closed subset. From case 3 in
times, before going into absorbing stataithout visiting state Section I11-B, ¢, o) (1,00 = 1 — pnpr andtz o), (L—-1,1) =
j again. This translates into the following relation: pnpr- Similarly, from case 6 in Section HI-By;,_1,1),(2,0) =
. b1 1 —pnpr andt_1 1y, (L—1.1) = pnp7T. The above relations
PriNi; =k, G(O)] = fij x fi5 x (1 = fij) X ajo.  (42) imply thatry, o ; 1 —])ojifDT a)nde_l,l = pypr completing
By substituting (42) into (40), we get after some straighthe proof.
forward manipulations:
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