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_Abstract—In this paper, we consider the problem of Space- are exclusive to binary PPM (or OOK) and they permit to
Time (ST) coding with unipolar Pulse Position Modulations achieve a full transmit diversity order because of the $tmec
(PPM) and propose a novel ST code that satisfies a large number ¢ ¢ ,ch binary constellations that are composed of a signal

of construction constraints rendering it superior to the esting . - . . . .
PPM encoding schemes. In particular, the propose@ x 2 code and its opposite defined as the signal obtained by reversing

achieves a full transmit diversity order while transmitting at a the roles of “on” and “off” [5]. Various extensions td1-

rate of 1 PPM-symbol per channel use. The proposed scheme canary constellations were proposed in [8]. However, this was
be associated withA/-ary PPM constellations for all even values realized at the expense of an increased receiver complexity
of M without introducing any constellation expansion. This since, to preserve diversity, these codes must be assbciate

renders the proposed scheme suitable for low cost carrieeks . .
Ultra-Wideband (UWB) systems where information must be con with complex nonlinear decoders such as the sphere decoder

veyed only by the time delays of the modulated sub-nanosecdn (9]
pulses without introducing any amplitude amplifications or phase The first contribution of this paper is the proposition of

rotations. Finally, the proposed scheme can be associatedtva g rate-1, fully diverse and shape-preserving ST block code
reduced complexity optimal Maximum-Likelihood (ML) decoder ¢, ninglar PPM with two transmit antennas. The advantage
that takes the structure of the proposed code into considetan . .
in order to simplify the decoding procedure. We also propose over [5]-[7] is that the proposed scheme can be associated
a simple diversity-preserving suboptimal decoder that regires With M-PPM for all even values of/. The advantage over
approximately half the number of multiplications compared to  [8] is that the proposed code admits a reduced complexity
the ML decoder. Possible extensions to transmitters equim®l maximum-likelihood decodability. Note that unlike [3],igh
with three antennas are also discussed in situations where a gimpified decodability is realized even though the propose
certain number of feedback bits is available. . .
scheme is unipolar and not orthogonal. Note that symbol-by-
Index Terms—Time-Hopping Ultra-Wideband (TH-UWB),  symbol decodable codes that are not based on the orthogonal
Space-Time (ST), Pulse Position Modulation (PPM). design were first proposed in [10] for QAM constellations.
Inspired from [11], the second contribution consists of
. INTRODUCTION extending the proposed scheme to three antennas when 1,
There is a growing interest in applying Space-Time (ST or 3 feedback bits are available. In this case, a transmit
coding techniques on Time-Hopping Ultra-WideBand (THeliversity order of three can be achieved with a simple re-
UWB) systems [1], [2]. For these systems, Pulse Positi@uced complexity decodability. Note that in the absence of
Modulation (PPM) is appealing since it is difficult to corltrofeedback, the only existing solution for three-antennaesys
the phase and amplitude of the very low duty-cycle sulis exclusive toM-PPM with M =3 or M >5 [8]. Finally, we
nanosecond pulses used to convey the information symbolpropose simple suboptimal decoders that can take advantage
Two different approaches can be adopted for the constrimm the transmit diversity offered by the proposed schemes
tion of ST codes suitable for PPM. The first approach consistde proposed optimal and suboptimal decoders are compared
of applying one of the numerous ST codes proposed in the terms of performance and complexity that is measured
literature for QAM, PAM or PSK [3], [4]. In this context, it by the number of multiplications necessary for decoding one
can be easily proven that these codes remain fully divertie winformation symbol.
PPM [2]. However, the disadvantage is that all of these codes
introduce phase rotations or amplitude amplifications aheor II. TWO TRANSMIT ANTENNAS WITH NO FEEDBACK
to achieve a full transmit diversity order and, consequentl
they introduce an additional cor?stellation expansio(r]\w\e/)vh& System Model
associated with PPM. For example, while single-antenna PPMConsider a TH-UWB system where the transmitter is
systems transmit unipolar pulses, applying the Alamoutieco equipped with2 antennas and the receiver is equipped with
[3] with PPM necessitates the transmission of pulses havify antennas. In what follows, we propose a minimal-delay
positive and negative polarities. diversity scheme that extends over two symbol durations.
In order to overcome the above disadvantage, the séenote bys,(t) the signal transmitted from theth antenna
ond approach consists of constructing shape-preservimy PHor p = 1,2. We propose the following structure for the
specific unipolar codes [5]-[7]. However, all of these coddgansmitted signals:
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wherep; € {1,..., M} corresponds to the modulation powherex stands for convolution and,(¢) is the noise at the
sition of the i-th information symbol fori = 1,2. w(t) is ¢-th antenna which is supposed to be real AWGN with double
the pulse waveform of duratioff,, normalized to have an sided spectral densityV,/2. g,,(t) stands for the impulse
energy of E5/2 where E is the energy used to transmit ongesponse of the frequency selective channel betweep-the
information symbol and the normalization lyinsures the transmit antenna and thgeth receive antenna.

same transmission level as in the single-antenna case. Thin order to take advantage from the rich multi-path diversit
modulation delay corresponds to the separation between twaf the UWB channels, d.-th order Rake is used after each
consecutive PPM positions whilé&, stands for the symbol receive antenna. Designate Iy, ;. the decision variable

duration. collected at thd-th Rake finger of thej-th receive antenna
Note that twoM-PPM symbols are transmitted during twaduring them-th position of thei-th symbol duration for =

symbol durations and the proposed scheme transmits at afate.,Q,l=1,...,L,i=1,2andm = 1,..., M. Each one

of one symbol per channel use (PCU). No reference to théthese2QQ LM decision variables is given by:

TH sequence was made since all antennas of the same user too

are supposed to share the same TH sequence resulting in #e, ; , :/ rqwt — Ay — (i — 1)Ts — (m —1)5)dt (8)

same average multi-user interference as in the singlexaate —00

case. whereA; £ (I — 1)T,, stands for the delay of theth finger

The permutation functior(.) in eq. (2) is defined by: of the Rake.

Designate byT, the delay spread of the UWB channel
(T. > Ty). Inter-Symbol-Interference (ISI) can be eliminated

. i > . i
where|z] rounds the real numberto the nearest integer thatIOy ch005|_ngF§ 2 Tet T In_ the same way, the recelve_d PPM
constellation is orthogonal if the modulation delay sasthe

is less than or equal to it. : :
. > .
From eq. (1) and eq. (2), the pulses transmitted from trrlglat!on 0 2 T+ Ty Inw_hat f(?"OWS’ we conS|derorthpgonaI
. . . received PPM constellations in the absence of ISI since only
two antennas during two consecutive symbol durations occup

the position and(p,). Sincer(.) defines a mappin in this case the proposed scheme can be associated with a ML
P 1, P2 b2)- ' PPING jecoder having a reduced complexity. In this case, the idecis

m(m) = (m mod 2) + 2 {mT_lJ +1 ©)

over the elements of the séf,,..., M} when M is even, variables given in eq. (8) can be written as:
thenpi,ps, w(p2) € {1,..., M}. Moreover, the transmission 9 q- :
strategy described in eg. (1) and eq. (2) does not introduge a Yot 1m = hg1,001,m + hg 2,12 x(m) + Ngiim (9

amplitude scaling. Consequently, during each symbol chrat
only one unipolar pulse occupying one out df possible
positions is transmitted. Therefore, the proposed schesaee dwheren, ; ; ., Stands for the noise term during tixh symbol
not introduce any expansion to thid-PPM constellation for duration:ng ;. m :f_*of ng(wt — Ay — (i — 1)Ts — (m —
all values of M. 1)6)dt. Moreover, sinceé > 2T, andA; — A;—; > Ty, it can

In what follows, M is limited to take even values-ary be easily proven that these noise terms are white. In eq. (9)
PPM constellations aré/-dimensional constellations whereand eq. (10), the channel coefficients are given hy; ; =

the information symbols are represented bi+dimensional fjf: hyp()w(t — Ay)dt wherehy, ,(t) 2 g4 (t) * w(t).
vectors that belong to the following signal set:

Yq,1,2,m = hq,Q,lal,m + hq,l,la2,m + Ng,1,2,m (10)

C={Iym; m=1,...,M} (4) B. Optimal ML Decoding
wherel s, is them-th column of theM x M identity matrix 1) Decoding Strategy: Despite the absence of orthogonality
I between the transmitted data streams (since the trandmitte
Designate bya; = [aig - ain]T = Inp, € C the signals are unipolar), we propose a simple ML decoder that

M-dimensional vector representation of théh information takes advantage from the structure of the proposed code in
symbol fori = 1, 2. Equations (1) and (2) can be written asorder to simplify the decoding procedure.
M At a first time, we propose to partition thd/ PPM
s1(t) = Z[al_mw(t—(m—l)d) + apmw(t—Ts— (m—1)5)] positions intoM /2 sl_ots conftalnmgz_posnmns each. In this
’ ’ case, then-th slot will contain position®2n — 1 and 2n for

" (5) n = 1,...,M/2. Assume that the second symbol (whose

M position is given byp) is in then-th slot:ps € {2n—1,2n}.
so(t)= Z[(Iz,ﬁ(m)w(t—(m—1)5)+a1,mw(t—Ts—(m—1)5)} This implies thatas,, = 0 for m # 2n — 1 andm # 2n.
me=1 On the other hand, eq. (3) implies thaf2n — 1) = 2n

(6) and 7(2n) = 2n — 1. Moreover, one of the values in

where a; ,,, is the m-th component ofa; with a;,, = 1 if {az2n—1,a2,2,} is equal tol while the other value is equal
m = p; and aim = 0 otherwise. ’ to 0. Consequently, conditioned on the presencg;gofn t_he
The received signal at theth antenna can be written as: n-ltht_S|0t, the components of vectar satisfy the following

relation:

Falt) = 3 5plt) % g0 (8) + g (0) Dy = { 0, mg {on-12m}

=1 —azm+1, me{2n—1,2n}.



Consequently, forn ¢ {2n — 1,2n}, eq. (9) and eq. (10) fading over a duratiorT,,. Therefore, the proposed scheme

can be written as:

(12)
(13)

Yg,l,1,m = hq,1,001,m + Ng,1,1,m

Yg,1,2,m = hq,2101,m + Ng,1,2,m

While for m € {2n — 1,2n}, eq. (9) and eq. (10) can be b

written as:

= hg1,001,m — hq,2,102.m + Ng,1,1,m (14)
= hq2,101,m + Ng1,102.m + Ng12m (15)

(yq,l,l,m - hq,Q,l)
Yq,1,2,m

achieves full transmit, receive and multi-path diversitie

Sincep; can occupy any one of the positiofs, ..., M},
then conditioned on the event that is in the n-th slot, eq.
(18) implies thatp; can be decoded from:

([b1,1 -+ b1,m])

= arg maxM( [bﬂ bgogw} + K1 (Ingj2n)” ®

m=1,...,

1(n) = arg 5 max o

.....

1 1)

(22)

Equations (12)-(15) resemble the input-output relatiohs Whereln s, stands for thex-th column of theM /2 x M /2
the Alamouti code [3]. Consequently, the first informatiofflentity matrix 7,/ and® stands for the Kronecker product.

symbol (which is represented by the vectar) can be de-

On the other hand, given that can occupy only one of the

coded by constructing the following/ decision variables two positions{2n —1,2n}, then conditioned on the event that

{b1m}M_,. Form ¢ {2n — 1,2n}, by ., is given by:

Q L
biom =YY [hg1.1Yg.0.1.m+Ng.2,19.0,2.m]

q=1 1=1

(16)
while for m € {2n — 1,2n}, b ,,, takes the following form:

bl m = Z Z [h%l,l(yq,l,l,m_hq,2,l)+hq,2,lyq,l,2,m] (17)
g=11=1

implying thatb, ,,, can be written as:

bim ébgzﬁ{gﬁ m ¢ {2n—1,2n};

m € {2n —1,2n}.
where bgor)n = Z =1 Zl 1 [ q,1,1Yq,1,1,m + hq,Q,lyq,l,Z,m]
depends on the transmitted signal andk; =
Z ) Zz 1 hq1,ihg2, is constant (it depends
on the channel realization).
On the other hand, since we assume thatis in the n-

(18)

th slot, then for the detection ef; we need to construct the

following two decision variables:

ZZ q,2l yq,l,l,m hq,2,l)+hq,l,lyq,l,2,m] (19)

q=1[l=1

éb(o) —b(l) + Ky ; me{2n—1,2n} (20)
where b(O) £ E 1Zl 1 q,l,lyq,l2mv bélr)n £
Z 1211 0.2,Yq.1,1,m and Ky = E 1211 2.2,0

is a pOSItIVG constant.

Note that in the absence of noise, eq. (18) and eq. (20},

imply that:
Q L .
bim= Zq:l Zl:l (hg’l’l * hg’Q’l) =P ;1= 1, 2
’ 07 m # Di-
(21)

only 7= argmin Z[yq,l,l,m hg1,101,m (1) = g 2,182, 7 (m) (1))

as is in then-th slot, eq. (20) implies thai, can be decoded
from:

p2(n) = 2(n — 1) + argmax ([b2,2n—1 , b2,2n))
s [K0 o b0~ [ 0] )

=2(n— 1)+argmax( [bggnfl, bg)%n} — [bégnfl, bglgn])
(23)

where the last equation follows sinéé, does not depend on
the transmitted information symbols.

Let ay(n) £ Ingp,(ny @andaz(n) £ Ingp,(n). After repeat-
ing the operations described in eq. (22) and eq (}m))2
times to construct the se(sil(n)}M/ and {az(n )}n 1, the
receiver decides in favor dfi1, a2) = (a1(n), az(n)) where:

2

.....

q,l m
+ (yq,l,Q,m - hq,2,ld1,m(n) - hq,l,ldQ,m(n))z} (24)

wherea; . (n) is them-th component of the vectar;(n) for
1=1,2.

Because of the structure of the PPM constellation, the
decision rule in eq. (24) can be significantly simplified. e t
appendix we prove that an equivalent decision rule is given

by:

Q L

n= arg ma)ziu/zz Z q,1,0 yq,l,l,m(n) + Yq., 2,172(”))
""" qg=11=1

20 (Yg1,2.51 (n) + yq,l,l,ﬂ'(;ﬁg(n)))_hq,l,lhq,Q,laﬁ)l(n)/?](,rZL]S

whered; ; stands for Kronecker’s delta function;; = 1 for
i =7 andd;; = 0 for i # j) and where[z] rounds the real
numberz to the nearest integer that is greater than or equal

where eq. (21) holds in the case where the conditioning & it.

made on the correct slot number

A detailed analysis of the diversity order of the proposééﬂrlab|e§7(0)

Following from the definitions of the intermediate decision
0) andb, 1) and the constank; given in eq.

ST code will be given in section II-D. However, in a simplified18) and eq. (20) the decision rule in eq. (25) can be written
manner, eqg. (21) shows that at high signal-to-noise ratigs:

bip, < lifand only if |hy, <1 forg=1,...,Q,p=1,2
and/ = 1,..., L. In other words, the information symbols
are lost only when the’() sub-channelgy, ,(t) suffer from

b(O)

n= argmax 1,51(n

n=1,...,

)+b<02

(1)
2,52(n) 10

5,7 (n)) T 1051 (n)/2],m

(26)



2) Decoding Complexity: In this subsection, we evaluateall of the above multiplications correspond to real-valued
the complexity of the proposed ML decoder in terms ahultiplications.
the number of multiplications required for decoding a pair Note that the complexity of the proposed ML decoder
of information symbols(ai,a2). This simplified approach is comparable to that of the Alamouti code [3]. In fact,
neglects the complexity of the additions and comparisofe decodingN pairs of one-dimensional PAM symbols, the

involved in the decoding algorithm. Alamouti code require$ N QL real-valued multiplications. On
The ML decoding procedure described in the previouke other hand, for decodiny pairs of M-dimensionalM -
subsection can be summarized in the following steps: PPM symbols, the proposed decoder reqUIl®¥<) LM + QL

]_) a) The receiver calculates thd intermediate deci- real-valued muItipIications. In other words, the additibn
sion variables{bgofn}nf‘{zl described in eq. (18). complexity of the proposed decoder follows mainly from the
This step necessitate€) LM multiplications. dimensionality of the PPM signal set and not from the stmectu

b) The receiver calculates the/ intermediate deci- Of the encode/decoder.
sion variables{bé?,)n},,f‘f:1 described in eq. (20).
This step_necessitatce@LM mgltiplicatio_ns. _ C. Suboptimal Decoding
c) The receiver calculates th& intermediate deci- ) ) )
sion variables{s$") }M_, described in eq. (20). 1) Decoding Srategy: In this section, we propose a sub-
This step necessitat@LM multiplications. optimal decoder that has a lower decoding complexity. The
d) The receiver calculates the constantin eq. (18). decoding procedure at the receiver side can be simplified by
This step necessitate@L multiplications. Note constructing the following? LM decision variables:
that the constanfs, in eq. (20) is not required
for further decoding steps.

2) The receiver repeats the operation dejac/rzibed in eq. (22Based on the permutation rule given in eq. (3), it follows
M/2 times to construct the seftp1(n)},~1 Th|3. Op- thatm(2n) =2n—1andn(2n—1)=2nforn=1,...,M/2.
eration does not require any number of multiplicationgonsequently, using eq. (9) and eq. (10) in eq. (28) resuilts i

In fact, the constanfs; in eq. (22) is multiplied by

Zalin = Yqli2n—1 —Yqglizn ; n=1,...,M/2 (28)

either zero or one and then added to the decision vector Zgin = g 1,051m — hg2082m + Mg 110 (29)
to _determlne the maximum _C(_)mp_onen_t of this _vect_or. Zgtam = hq2151.m + hgai52.n + nlq,l,Q,n (30)
Evidently, there are no multiplications involved in this

procedure. where:

3) The receiver repeats the operation described in eq. , _
(23) M/2 times to construct the sdf,(n)}2/2. Once  “in = %i2n—1 = i2n
again, this procedure does not require any number gfqs. ¢ {0, £1} sincea, 1 aiy € {0,1} fori = 1,2

.. . M/2 ,Mn ) 2,1y e ey U, 9 9 Lo
multiplications. In fact, the constan@(n — 1)},/F = | the same way, the noise terms are given hy; , = =
{0,2,..., M — 2} can be calculated and stored beforgq Lign_1— Ngian fOri=1,2. Y
the decoding of each symbol pair. - o Note that the input-output relations given in eq. (29-30)

4) The decoder evaluates tiié/2 decision metrics in ed. are similar to the relations verified by the Alamouti code [3]
(26) and decides in favor of the positio (n), p2(1))  However, the orthogonal-like behavior of the proposed sehe
having the largest metric. No multiplications are ins achieved mainly because of the position permutations

i=1,2; n=1,...,M/2 (31)

volved in this step since evaluating the quantity described in eq. (3) and the associated decoding technique
K1, pi(n) € {2n—1,2n}; without necessitating any polarity inversion of the traitsed
(27) Finally, assuming perfect channel state information at the
does not require any multiplications. receiver side (knowledge of the coefficieritg,, ;), the deci-
Note that step (1) is performed before conditioning on tHioNS .taken on t_h(_a mformatlon symbols will be based on the
slot indexn of the second information symbol. The remainindo!lowing M decision variables (fon. = 1,..., M/2):
st_eps (2)-(4) perf_orm the appropriate compqri;ons agwacia Q L
with the assumption that the second symbol Is instkid slot. Zyp = Z Z [hg112qi1m + hg21%q12.0] (32)
From what preceded, the ML decoder requit€d. M +QL =1 1=1
multiplications for the detection of one pair of informatio

Mo
M=

symbols. Note also that the constaki (that requiresQ L Zom =

multiplications) depends only on the channel realizat@on-

sequently,K; needs to be calculated once for each channel ) ) ) )

realization. Assuming a block fading channel that extends 0 RePlacing equations (29) and (30) in equations (32) and

N pairs of symbol durations, decoding thev information (33) results in (fori = 1,2 andn =1,..., M/2):

symbols required NQ LM + QL multiplications (rather than Q 2

N((4QLM + QL) multiplications). Note that since in IR- Zim = [ Zhg,p,z
q=1p=1[=1

[_hq,Q,qu,l,l,n + hq,l,lzq,l,Q,n] (33)
1

_Q
Il
-
Il

Sim + Ninp (34)

UWB systems the information on the phase is not retained,



where Ny, = 3, {hq,l,m’q‘l_lyn + hqﬂgyln;_l72_n:| and this section, we adopt a more rigorous approach for proving
h N . that the proposed scheme is fully diverse based on the design
_ _ l ’
]\E)Ce_n %ﬁq&l tLeZQQHl;gélt’gr;:qf;llrénsqfill’lgal.itlet can be easily .iioria of [12]. Designate by(a;, as) the 2M x 2 codeword
P ' whose((p—1)M +m, i)-th entry corresponds to the amplitude

Ina simplifie_d manner, '?y inspecting eq. (34) we Qbsef‘éﬁ the pulse (if any) transmitted at the-th position of the
that Z; , < 1 if and only if the 2Q L channel coefficients p-th antenna during thé-th symbol duration forp = 1,2,

hgpe (forg=1,....Q,p=12andl =1,....L)allhave | _ 4 \rang; — 1,2. Based on eq. (5) and eq. (6),

small magnitudes. This shows that the overall diversityeord (a1,a2) can be written as:

of the system i2Q) L. Consequently, the proposed suboptimaﬁj ’

decoder preserves the transmit diversity order of the mego 411 - aia Gamly - Gmaar T

ST code. C(ay,az) = {QQ’l g d:(l) (I’:(M) l
Since the modified symbols, ,, ands; ,, given in eq. (31) ’ ' ' ’

can be equal to zero, then the first step in decoding;tie

. ) . ; ; Following from the linearity of the code and from [2], [12],
information symbol consists of calculating the integersuch

the code is fully diverse if:

that:
f; = a};éf?éﬁuz | Zim| 5 i=1,2 (35) rank[C(a1 — a},a2 —ay)]| =2 V (a1,a2) # (a},as) (38)
FoIIowiqg from eq. (35), thg reconstituted position of thevherea,,a},a, anda), belong to the sef given in eq. (4).
i-th PPM information symbol is: Vectors(a; — a}) and (a2 — ab) have the following structure:
% —1. Zio >0 they can either be equal to the all-zero vectors or they can
pi = { on. | gzt Z”o i i=1L2  (36) have one component that is equald, one component that
v b is equal to—1 and M — 2 zero components.
in other words, the vector representation of ik reconsti- In what follows, C((a; — a/,, az — a4) will be denoted byC'
tuted information symbol will be given byi; = I, € C when there is no ambiguity. On the other hand, (éik< 2
for i = 1,2 whereC is given in eq. (4). if there exists a nonzero real numbersuch thatCy, = kC,

2) Decoding Complexity: The proposed suboptimal decodwhere C; stands for thei-th column of C for i = 1,2.

ing procedure can be summarized in the following steps: Moreover, given that the elements 6f belong to the set

1) The receiver calculates th@L M intermediate decision {0, +1}, thenk = +1. Let n be an odd integer that belongs
variablesz, ;. given in eq. (28) for¢ = 1,...,Q, to{l,...,M}. Investigating the:-th and(A/ + n)-th rows of
l=1,...,L,i=1,2andn = 1,...,M/2. This step C respectively, the relatiof’; = kC, implies that:
does not require any number of multiplications.

2) The receiver calculates thd//2 decision variables A2n — Qg =
{Zlyn}ﬁi/f given in eq. (32). This step necessitates arn —ay, =
2QL(M/2) = QLM multiplications.

3) The receiver calculates tha//2 decision variables Combining the last equations results in:

{Zgyn}ﬁ/[:/f given in eq. (33). This step necessitates
2QL(M/2) = QLM multiplications. g — b, = k*(ag,x(n) = Uh r(n)) = G2nt1 — @b g (41)

4) The receiver decides in which slots are the two infor-
mation symbols present according to eq. (35). This stepncek? =1 andn(n) = n+1 whenn € {1,..., M} is odd.
does not require any number of multiplications. ConsequentlyC' is rank deficient if and only if:

5) The receiver decides in which positions within the slots
(determined in the previous step) are the two informationmz n—azn1 = a5, —a5, 1 ; n € {1,...,M}is odd (42)
symbols present according to eq. (36). This step does not
require any number of multiplications. In fact, X; 5, Given that (agn,a2n+1) € {(0,0),(0,1),(1,0)} and
is positive (resp. negative), the receiver decides in favérs ., a3 ,,,1) belongs to the same set, then eq. (42) can be
of the first (resp. second) position withing slot for verified if and only ifas, = a5, andag n11 = aj,,,, for
i=1,2. all odd integersn in {1,...,M}. Moreover, from eq. (39),

Consequently, for the detection &f pairs of information 92, = a2, implies thatai,, = a3 ,,. In the same way, from

symbols, the simplified suboptimal decoder requird&QL)/  €4: (40),a2,n11 = a1, implies thatay i1 = af 4y Fi-
multiplications which is approximately half the number off@lly; C(a1 — a3, as —a3) is rank deficient only when, = a

multiplications required by the optimal ML decoder (forgar @nd az = ay. Therefore, eq. (38) is verified and the .code is
values ofN). fully diverse. Note that for non-orthogonal constellatosg.

(9) and eq. (10) do not hold and the advantage of simplified
decodability will be lost implying that the nonlinear |ati
decoders [9] must be applied. On the other hand, since eq.

In the previous sections, we realized heuristically that th(38) is verified independently from the orthogonality of the
proposed code profits from a full transmit diversity ordeconstellation, then the proposed scheme achieves fulirmén
(whether with the optimal or the suboptimal decoders). Idiversity with non-orthogonal constellations as well.

(0’1771 - a’/l,n) (39)
(@2,7(n) = A n(n)) (40)

D. Diversity Order



I1l. THREE TRANSMIT ANTENNAS WITH FEEDBACK In the same way, the second information symbol can be
A. One bit feedback determined from the following two decision variables:

1) Transmission Strategy: In this case, the signals trans- Q L
mitted from the first and second antennas keep the same, ~— Z Z [~hg21(Ygi1.m—Pg21)
expressions as in eg. (5) and eq. (6) respectively. The Isigha a=11=1
transmitted from the third antenna is given by: H(hg1i+hes)Warom] 3 meE{2n—1,2n} (49)

- Note that in the absence of noise, equations (47), (48) and
ss(t) = 3 [a1,omu(t = (m—1)9) (49) imply that (fori — 1,2);
tazo(myw(t — Ty — (m—1)8)]  (43) 1, —

where the choice of the function(.) depends on the specific { Sogi(h2y +h2 o 402 5 )23 hgaihgse, ™= pi;

channel realization. This function will be chosen accogdin 0, m # p;.
the following rule: (50)
() = 1(.), Z?Zl Zle hg,ihgsi > 0; (44) Note that o() is chosen to be equal to
7(.), otherwise. 1(.) when >, hgihgs > 0 implying that

where1(.) stands for the identity transformation and.) is bip, = D,y (hﬁ,u + 02y, + h3,37l) and showing that

given in eq. (3). the destructive interference between the three transmit
Equations (43) and (44) show that the third antenna traraatennas is removed and that the SNR is maximized.

mits either exactly the same signal as the first antenna or dn the presence of a 1-bit feedback and &) = 1(.),

permuted version of what was transmitted from this antenrthe decoding procedures described in eq. (22), (23) and (26)

The reason behind the choice of the functiorgiven in eq. will remain unchanged. However, now, the decision variable

(44) is to couple the first and third antennas. In other Wordﬁbg(_)r)n,bg?r)n,bgr)n}%:l and the constank’; given in eq. (18)

o is chosen in such a way that the signals transmitted frasmd (20) will take the following values:

these antennas combine constructively. This choice will B) = S [(hg.10 + he3.1)Yq11.m + he20Ygi2.m)s by =

further clarlfle(_j in what_ follows_. Note that _the construgtlvzq.l(hq,u + g3t )Wad.2.m, bélzn = Y, ha2aYqs1m and

interference will be achieved without inverting the pdias K, = _ZqJ(thJ + hgs.)hgoy. Note that these relations

of the transmitted pulses. _ _ follow from comparing eq. (18) to eq. (47,48) and eq. (20) to
2) Optimal ML Decoding: As in section II-B, assume thateq. (49).

the second PPM symbal, is in then-th slot. Foro(.) = 1(.),
equations (12)-(15) can be written as: wheny_ ; hgi,hgs: <0, 0(.) is chosen to be equal to(.)
{ Ygl.1.m = (R0 + he,3,0)01,m + Ng,1,1,m (45) and equations (12)-(15) will be written as:
Yq.l,2,m = Pq,2,101,m + Ng1,2,m
for m ¢ {2n — 1,2n} and {

Always assuming that the second symbol is inhth slot,

Yaitm = hasi = (ha1i = hes)arm +natim (59
Yar2,m = hq2001,m + Ngl2.m

(Wa,1,1m —ha20) = (hq1,+he31)a1,m—Ng2102.m+ngi1,m  for m ¢ {2n — 1,2n} and
Ya.1.2.m =g 2,101m + (hg11 + hq3,)a2,m+7g.1,2.m
(46)  [Yq1,1,m—hg2,1—hg31=(hg1,1—hg3,1)a1,m—hq2102m+Ng1,1,m
for m € {Qn — 17 Qn} yq,l,Q,m—hq,g,l :hq72,la1,7n+(hq,1,l_hqyfi’l)QQ,m'i_nq’l’Q’m
Consequently, the first information symbol can be det

mined from the followingM decision variables:

) (52)
Hor m e {2n —1,2n}.
The above equations show that the information symbols can
b1m = Z [(hg1,14+hg3,0)Yq11,m + Pg21Yqi2m] (47) be determined from the decision variables shown in equstion
.l (53) and (54) at the bottom of the page.
for m ¢ {2n — 1,2n} and This implies that eq. (22), (23) and (26) can be applied with:
’ %) = hgas —h —h h
1,m Z(Ll [(hg,1. 4,3.1) (Yg,1,1,m a.3,0) + hg.2,1Yq1,2,m],
bl-,m :Z [(hqyl-,l+hq-,3yl)(yq-,lvl-,m_hq72’l)hq"2’lyq’l’2’m] (48) bg;)n = Zq,l(hq,l,l _hq,3,l)yq,l,2,mr bggn = Zq,l hq,Z,lyq,l,l,m

@ and K1 = > [—(hg11 — he3)hg21 — he21hgsi] =
for m € {2n — 1,2n}. =2 g1 ha1ihg2
g l(hgs = P 3)(Waram — hesi) + ho2iYgt2.m] m & {2n—1,2n};
bl.m = ks (53)
' > g (g0 = ha3)(Yai1,m — ha20 — hgst) + he21(Ygr2,m — hest)], m € {2n—1,2n}.
bom = Y [~he21(Ya i 1.m = ha 21— ha31) + (hg 11 = Past) g rom —hesi)] ;5 m € {2n—1,2n} (54)

q,l



I g1 ha11¥at1m + (ha2a + hg3,0)Yq,0.2m] m ¢ {2n —1,2n};

I ' B B B (64)
Zq,l (hg,1,0(Yg,1,1,m — hg20 — hg3) + (hq20 + he31)¥qi2m], m € {2n—1,2n}.

bom = [=(hg21+ has) Yot tm = b2t = hgsi) + hati¥eram] 5 me{2n—1,2n} (65)
q,!

Note that in the absence of noise, eq. (53) and eq. (58) Two bits feedback

imply that (fori = 1,2): 1) Transmission Strategy: In this case, the signals trans-

bim = mitted from the first two antennas are given in eq. (5) and
9 9 9 B _ . eq. (6) respectively. When two bits of feedback are avail-
{qu (hq Rty 371) 22 g1 harihg s m=pi; able, the transmitter chooses to couple either the first and
0, ™ 7 Pi-  third antennas or the second and third antennas depending
(55 on whether| ", hg1,hq3,] is greater than or less than
and, consequentlyb;,, > Y., (b2, +h2,, +h2, ) DI hq72,lhq73,lT. In other words, if|3°, , hg1ihgsil =
W 0. Thi E tf th E h /| 224 Pa2.1hg 3,0, the third antenna transmits the signal given
since >y hg,1.1hqs0 < s justifies the choice(.) = in eq. (43) and selects the functiefi.) according to eq.(44).
m(.) when the last quantity is negative.

3) Suboptimal Decoding: In this case, the decision Var"afrderamr/:tseennV;htfgn%:mn:zﬁé}%ﬁ Ci\|NIT] %:‘1 nlaﬁq 240,311, the
ables given in eq. (9) and eq. (10) will take the foIIowmg gs1g

values: M

Yq,l,1,m = [hq,l,lal,m+hq,3,lal,a(m)} +hq,2,la2,7r(m)+nq.,l,l,m S3(t) = Z [ag,g(ﬂ(m))w(t - (m - 1)6)
(56) m=1

Yat2.m=hg 2101 m+ g1 102.m+ha 3.102.0(m)] +Ngr2m +a1 o(myw(t —Ts — (m —1)8)]  (63)
(57)

whereo(.) is chosen to be equal tb(.) (resp.n(.)) when
On the other hand, for the value 6f,, given in eq. (31) Zq 1ha.2.1hq.3, iS positive (resp. negative).
(and fori = 1,2): 2) Optimal ML Decoding: When |Y>  hgoihgsil >
| Sin, o) =1(.); 58 |qul hg1,1hg,3,.| and Zq_’l hg,2,1hg,3,1 > 0, it can be proven
Gio(2n=1) = Gio(2n) =\ _g o) =n(). (58)  that the  information symbols can be determined from the
Consequently, following from equations (56)-(58), the modl€cision variables given in equations (64) and (65) at tipe to
ified decision variables given in eq. (29) and eq. (30) witeta ©f the page. . .
the following values: (Ol)n this case, eq. (22), (23) and (26) can be apph(e(-)gi with:
bl,m = Zq,l [hq,l,lyq,l,l,m + (hq,27l + hq73,l)yq,l72,m]’ bz,m =

1)
St haaa¥arzams b5 = . (ha2t + hesi)Yei1m and
Zat2m = hg2is1n + (hg10 + chapi) sam + 102, (60) K1q,: =2l hq,l,l(hc:;.,l + hq,g’.,l)-

2gt1m = (hg 11+ chgsi) $1.n — hg2i52.0 + 101, (59)

where: On the other hand, when(.) = =(.), the information
_ { +1, o()=1(); (61) Symbols can be determined from the decision variables given
-1, o()=mn(). in equations (66) and (67) at the bottom of the page. This

Finally, replacinghg 1, by hq 1,1 + chg 3, in €q. (34), we |m§JI|es that eq. (22), (23) and (26) can be applied with:
conclude that the final decision variablgs,, are related to by, = >" [hg1,1Yg,1,1,m + (Rg,20 = Pg,3.0) (Yg,1,2,m — hg,3.0)],

the information symbols by the following relation: b(OT)H = Y1 ha ¥t 2m: bé,)n =3 1(hg20—hg3.0)Yq1.m

) Q L aﬁdKl == g1 ha1ihg2,
Zin = ZZ Z hy pi + 262 Z hgaihgsi| sintNin In both cases, it can be proven that (for 1, 2):

q=1p=11=1 q=11=1
62) ,,,
As indicated before, to maximize the SNR, a convenler{l

choice of the functions(.) given in eq. (43) based on the Zq,z (h3,1,1+h§,2,z+h3,3,l)+202q,l hq2ihgs31, m = ps;

feedback bit iso(.)=1(.) if >°,; hg1,1he3. >0 ando(.)= 0, m # p;.
w(.) otherwise. (68)
b — { 2g1 [ha11Yq0m + (hg20 = he3.1)Yg12m — g 3)] s m ¢ {2n —1,2n}; (66)

" > qi [ha10(Wa,m — hg2) + (hg20 — he3,0)(Ygr,2,m — hest)], m € {2n—1,2n},
bom = [=(hg21 = hg3)Wartm = hg21) + ha11(Wgr2m —hes)] 3 m € {2n—1,2n} (67)

q,l
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Fig. 1. The proposed scheme versus single-antenna systém#+RPM  Fig. 2. The proposed scheme versus single-antenna systéme+RPM
and a 1-finger Rake. and a 20-finger Rake.

wherec = 1 (resp.—1) Whenzq,l hg.2,1hq 3,1 IS positive (resp.

negative). This shows that a full transmit diversity ordér 9 9 ST code with 1-finger and 20-finger Rakes respectively.
three is achieved.

. . _ . In these figures, we compare the performance of the optimal
3) $,|b0pt|ma| Decoding: When ‘he_s'gn?" transmltte_d from nd suboptimal decoders with 4-PPM. Results show the high
the third antenna takes the value given in eq. (63), it canE

Figures 1 and 2 show the performance of the proposed

rformance levels and the enhanced diversity order aethiev
easily proven that the decision variables associated vai¢h y

boptimal decodi d b it ) y the proposed scheme. Results also show that the subdptima
suboptimal decoding procedure can be writlen as. decoder preserves diversity since the error curves canesp

e 3 L ) e L ing to the optimal and suboptimal decoders are parallel¢h ea
Zin = ZZth,p,ﬂr%zth,z,th,s,z sim + Nin  other at high SNR. Moreover, at low SNRs, single-antenna
g=lp=11=1 g=11=1 (69) systems might slightly outperforrd x 1 systems associated
: , . _ with the suboptimal decoder. However, at high SNRs, thedatt
wherec is defined in eq. (61). Equation (69) shows that th stem will always achieve lower error rates.
SNR is maximized and that the diversity order is enhanced_. . .
. . Fig. 3 shows the performance of 8-PPM with receivers that
with two bits of feedback. : . : X
are equipped with a 10-finger Rake and suboptimal decoders.
. As expected, increasing the number of feedback bits imggrove
C. Thrge bits feedback _ _ ~ the error performance of thd x 1 systems. The highest
In this case, the transmitter has the choice of transmittin@provement results from the first feedback bit. Compared
the signals given in either eq. (6) and eq. (43), eq. (6) amgl this improvement, the additional feedback bits result in

eq. (63) or eq. (43) and eq. (6) from the second and thifdarginal gains. Similar results are observed in Fig. 4 when
antennas respectively. In the last case, the first antennagfplying the optimal decoder.

coupled with the second antenna. The signal transmitted fro |n Fig. 5 we compare the complexity of the proposed

the first antenna always takes the value given in eq. (5). decoders with respect to the PPM-specific lattice decoder
The selection among these three possibilities depends MBposed in [9]. Note that this decoder is the most popular
the value of (i,j) € {(1,3),(2,3),(1,2)} that maximizes gecoder used to decode all the existing unipolar PPM ST
| 224, hg.ithq 5,.]- The mapping function is chosen as=1  ¢odes [8]. In this figure we plot the average time needed for
wheny_ ;h,z,h, 5, > 0ando =« otherwise whergz, j) is  decoding one information symbol as a function the signal-
the value of(i, j) that maximizeq >, hq,iihq,j1|- Whether set dimensionality (which is equal to the number of PPM
with optimal or suboptimal decoding, the corresponding-degositions). In this simulation setup, the propoged2 code is
sion variables are similar to those obtained with one bit arghplied and the receiver is equipped with a 5-finger Rake.

two bits of feedback and are omitted here for brevity. Note that unlike the lattice decoders that necessitate long
convergence times at low SNRs, the decoding times of the
IV. SIMULATIONS AND RESULTS proposed optimal and suboptimal decoders are the samd for al

Simulations are performed over the IEEE 802.15.3a chanwalues of the SNR. The superiority of the proposed decoders
model recommendation CM2 [13]. To insure the orthogonaliif terms of complexity is evident. Finally, note that the gap
of the received constellation, the modulation delay is ehosbetween the proposed solutions and [9] increases with the
asd = 100 ns which is larger than the maximum delay spreadimensionality of the PPM constellation and with the SNR.
of the UWB channel [13] (readers are referred to [8] for more To highlight the advantages of ST coding with UWB, Fig.
details on the simulation setup). 6 compares systems having the same overall diversity order
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Average time for decoding one symbol
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=& 2x1, no feedback

=©- 3x1, 1 bit feedback
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=+ 3x1, 3 bits feedback
T
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SNR per bit (dB) Number of modulation positions

Fig. 3. Performance of 8-PPM with 1 receive antenna and art@fiRake. Fig. 5. Complexity of the proposed decoders compared todthtie decoder
The suboptimal decoder is applied with the< 1 and3 x 1 systems. in [9] with 2 x 1 systems. The receiver is equipped with a 5-finger Rake.

10

T i i
= 1x1, SNR=20 dB, no feedback
== 2x1, SNR=20 dB, no feedback
=~ 3x1, SNR=20 dB, 1 bit feedback
=0~ 3x1, SNR=20 dB, 2 bits feedback
== 3x1, SNR=20 dB, 3 bits feedback
= = 1x1, SNR=25 dB, no feedback
=~ 2x1, SNR=25 dB, no feedback
-8~ 3x1, SNR=25 dB, 1 bit feedback
=0~ 3x1, SNR=25 dB, 2 bits feedback
=+ 3x1, SNR=25 dB, 3 bits feedback

10l = 1
=& 2x1, no feedback
=©- 3x1, 1 bit feedback
=0~ 3x1, 2 hits feedback
=+ 3x1, 3 bits feedback
T

I
5 10 15 20 25 30 0 40 50 60 70 100
SNR per bit (dB) (number of transmit antennas)x(number of fingers)

Fig. 4. Performance of 8-PPM with 1 receive antenna and ant@ifiRake. Fig. 6. Transmit diversity versus multi-path diversity Wwi2-PPM. The
The optimal decoder is applied with ti2ex 1 and3 x 1 systems. suboptimal decoder is applied with tlex 1 and3 x 1 systems.

that is equal taPQL (P is the number of transmit antennas)the realistic indoor UWB channels. Moreover, this scheme
2-PPM is used and the suboptimal decoder is applied with tlfeadapted to unipolar transmissions and, consequentgs do
2 x 1 and the3 x 1 systems. For a fair comparison, we plofiot necessitate additional constraints on the RF circuiry
the bit error rates (BER) as a function &fL. For example, control the phase or the amplitude of the very low duty
a1l x 1 system with 60 fingers achieves a BERk 10~4 cycle sub-nanosecond pulses. At the receiver, a simple ML
at 20 dB. In this case, thex 1 system with only 30 fingers decoder whose complexity grows linearly with the signal-
achieves a better BER in the orderf 10~%. Fig. 6 shows set dimensionality assures a fast and optimal separation of
that exploiting the transmit diversity by increasing thener the transmitted data streams. The shape preserving ciotistra
of transmit antennas can be more beneficial than enhanangf@nders the proposed code applicable with optical wireless
multi-path diversity by increasing the number of Rake fisge£ommunications as well.

even though there is no increase in the energy capture. This
follows from the fact that consecutive multi-path compasen

of the same sub-channel can be simultaneously faded becausehe summation on the right hand side of eq. (24) can be
of cluster and channel shadowing [13]. written as:

APPENDIX

S(n) 2y 8i(n) (70)

V. CONCLUSION ; !
We investigated the problem of ST coding with TH-UWByhere:

systems using PPM. The proposed scheme has a full rate Si(n) = Z [yil Lm +y§l2m] (71)

and is fully diverse resulting in high performance levelgiov alom
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Sa(n) £ (hg1i+hian) > (@m(n)* = (ki1 +hi2.) (24). Consequently, the optimal ML decoder decides in favor
a,l m a.l of the slot index: that minimizes the summatloE = Sj(n).
(72) Equations (77)-(86) show that this is equalent to decmle i
Z haia > (asm( Z hei (73) favor of the value of: that maximizes:
m L
h2 Q2.7 (m 74
Z @21 ; 2en(m) (1 (74) Z Z q,1,1 yqyl,lym(n) + yqyl,lpz(n))
q=1 =1
=N "R2 (G2.m(n))? =) K2 75
; ! ; ) ; ! T2 g0t (V2,50 (m) + Yadtonia(m))) — P11 2,005 (n) /2]
Ss(n) £ 2 ; (ha,1,0Ya1,1,m + ha,2,1Yq1,2,m) G1,m (1) (76) REFERENCES
q,t,m
. [1] L. Yang and G. B. Giannakis, “Analog space-time coding foulti-
=-2 Z (hq,1,1yq,z,1,731(n) + hq,llyq,l’?,ﬁl(n)) (77) antenna ultra-wideband transmission&EE Trans. Commun., vol. 52,
q,! pp. 507-517, March 2004.
a _ ~ [2] C. Abou-Rjeily and J.-C. Belfiore, “On space-time codingth pulse
Se(n) 2 Z ha,1.1Ya,1.2,m02,m (1) (78) position and amplitude modulations for time-hopping uliideband
alm systems,"|EEE Trans. Inf. Theory, vol. 53, no. 7, pp. 2490-2509, July
= _9 h 5o 79 2007.
Zz @-11¥a,1,2,p2(n) (79) [8] S. M. Alamouti, “A simple transmit diversity techniqueorf wireless
N & communications,1EEE J. Sal. Areas Commun., vol. 16, pp. 1451-1458,
S7(n) £ =23 hg21Yg1,1,mb2,x(m) (1) (80) October 1998. _ _ S
alm [4] B. A. Sethuraman, B. S. Rajan, and V. Shashidhar, “Fiiiity, high
~ rate space-time block codes from division algebrdBEE Trans. Inf.
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q,l,m [5] M. K. Simon and V. A. Vilnrotter, “Alamouti-type spacéate coding for
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q,l,m [6] A. Garcia-Zambrana, “Error rate performance for STBCfriee-space
_ B optical communications through strong atmospheric tetes,” |IEEE
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2 Z hq,1,1hg2,1 Z arm(n) (
q,l m

(84) [
=23 hgihazi (82,5, () + da,n(5, (n)) (7)) (85)
" 9]
=26 pl(n) Z hq,1,1hg2,1 (86)

whered; ; stands for Kronecker’s delta function;; = 1 for [10]

i =j andd; ; = 0 for i # j).
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